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Abstract Understanding customers is a pivotal aspect of customer relationship management that directly influences 

a company's long-term success. By comprehensively understanding consumer traits, businesses can better target 

promotional and advertising campaigns, leading to increased long-term earnings. As an investigator for a 

telecommunications company, the goal is to delve deeper into customer characteristics. The task involves 

conducting market basket analysis on customer data to uncover significant relationships between consumer 

purchases. This approach aims to enhance operational efficiency and inform strategic organizational decisions, 

ultimately driving better customer engagement and improved financial outcomes. 

 

Keywords Clustering Techniques Methods 

Introduction to Scenario 

Understanding customers is one of the most important aspects of customer relationship management that directly 

influences a company's long-term success. When a corporation has a greater understanding of its consumers' traits, 

this could good target promotion and advertising campaigns for them, resulting in higher long-term earnings. 

You operate as an investigator for a telecoms business that wants to understand more about its customers' 

characteristics. You've been given with conducting market basket research on customer research to discover critical 

relationships between consumer purchases, enabling for better operational and organizational selection.  

Analytical Question: 

Which of your clients' primary characteristics indicate that they are at significant risk of churn? As a result, which 

clients are likely to leave? In other words, can we use deep classification of data mining to comprehend business 

customers and identify trends specific to churning customers? 

The clustering technique methods of K-means will be used to solve this analysis. 

Goals and Objectives: 

Everybody in the organization will profit from recognizing, with some degree of certainty, which customers will be 

able to churn, since it will give importance to selling enhanced services to consumers with these traits and previous 

user experiences. This data analysis' purpose is to give numerical information to company stakeholders to assist 

them better understand their customers. 

 

Justification for the Method 

Assumptions Summary: Clustering Methodology 

We are not attempting to forecast a result y relying on a variable (x) X in k-means clustering. In general, we're 

looking for trends in our data. To be even more particular, we establish a variable to recognize those trends. We 

make it so that each of the potential relying on variable's values corresponds to one of the relying variable's classes 

(SuperDataScience). To be clear, there is not a prior primary outcome. 
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As an outcome, we're trying to "cluster" our subscribers are divided into groups based on common features such as 

annual bandwidth usage or duration with the organization. "[A] decent clustering solution is one that finds clusters 

where the observations inside each cluster are more similar than the clusters themselves," Jeffares says (Jeffares, p. 

1). 

Hierarchical and k-means clustering approaches are the two clustering strategies presented in this task. According to 

a Data Camp course, "[a] key downside of runtime [is] hierarchical clustering", (Daityari, p. 1) . While the dataset 

we're looking at isn't especially enormous, neither is the machine I'm using. One of the reasons we use the k-means 

algorithm is for this reason. 

To choose k-means rather structured, we also analyzed the dataset size and patterns. Customer churn isn't about 

separating countries in soccer matches or creating a dendrogram, after all. What we need to show stakeholders is 

which consumer groups (clusters) are comparable. And, of course, how similar/different our consumer groups are, 

as well as how tightly/loosely packed they are (market segments). 

The creative phase of investigation is this step. At this phase in the project, some trial and error are allowed. 

Ultimately, we anticipate seeing consumer attrition having lower periods, using less of the supplied telecom services 

with the organization or perhaps we can learn from the survey results that consumer who churned were less satisfied 

and gave the company's customer service a lower rating, whilst customers who stayed loyal gave it a higher rating. 

To analyze the data using Kmean technique we: 

• First, we cleaned the dataset and extracted and loaded as “churn_prepared_kmeans.csv” 

• Once loaded, we import Kmeans from Sklearn.cluster 

• And then we use the Elbow method to find the optimum number of clusters and made a list of WCSS (Within 

Cluster Sum of Squares) by looping through kmean objects. 

• And we plot the wcss list as 'churn_scree_tenure_v_monthly-charge.jpg' 

• Once the dataset is ready, train the K-mean model on that dataset and using fit_predict method to divide 

customers into various clusters, we create the dependent variable. 

A. Tenure vs Monthly charges: 6 Clusters of customers 

B. Income vs Monthly charges: 4 Clusters of customers 

C. Tenure vs Bandwidth: 2 Clusters of customers 

• and plot centroids of each cluster  

Once we plot the centroids, we generate plot description like get the title property handler, set the color of the title, 

etc.…  

 

B2. Appropriate Methodology 

As VanderPlas notes out, a fundamental assumption in K-means clustering is that the "cluster center," or centroid, is 

all points within the arithmetic means (VanderPlas, p. 463) or "belonging to" a cluster. 

"We wish to locate the centroid C that eliminates" the distortion, Jeffares demonstrates. 

The Inside Cluster Sum of Squares (WCSS) is the variability measure of the data within each cluster, where J(x) 

equals: 

$ J(x) = \sum \limits _{i=1} ^{m} || x_{i} - C || ^2 $ 

If C is the centroid, then: 

$ C = \frac {\sum \limits _{i=1} ^{m} \ x_{i}}{ m} $ 

(Jeffares, p. 1). 

 

Advantages/Benefit of The Tool 

Tools will be used: 

For this assessment, I’ll use Python because the study will be supported by Jupyter notebooks in Python and I 

Python. Python includes many established data science and machine learning tools, , straightforward, and extensible 

programming style, and grammar. Python is cross-platform, so it will function whether the analysis is viewed on a 

Windows PC or a MacBook laptop. When compared to other programming languages such as R or MATLAB, it is 

quick (Massaron, p. 8). In addition, Python is often regarded in popular media as the most widely used programming 

language for data science and media (CBTNuggets, p. 1).   
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NumPy used to work with arrays,  

Pandas used to load datasets,  

Matplotlib used to plot charts,  

Scikit-learn used for machine learning model classes,  

SciPy used for mathematical problems, specifically linear algebra transformations, and  

Seaborn used for a high-level interface and appealing visualizations. 

Using the Pandas library and its accompanying "read csv" function to transform our data as a dataframe is a quick, 

exact example of loading a dataset and constructing a variable efficiently:  

imported pandas as pd, df(dataframe) = pd.read csv('ChurnData.csv') 

 

Data Objectives 

The following will be part of Preparation of data: 

We must assess the entire dataset that is free of anomalies as a crucial preprocessing goal. It's also crucial for our 

meaningful k-means clustering that we determine whether those independent binary variables should be encoded as 

dummy variables so that they can be included in our studies. For with this unsupervised "classification" method, we 

ultimately decided to exclude binary dummy variables. In our scatter plots, some variables, such as the critical 

Churn variable and the significant Age variable, showed uniform distributions. The commented-out code, on the 

other hand, has been saved for future reference. 

Variables in the Dataset: 

The variables in the original data that were considered to do the analysis are listed below and classed as continuous 

or categorical. 

Except for the four columns of identification numbers at the beginning of the csv, the grid of features (columns we 

wish to maintain to find patterns) comprises all features. 

Those will be taken out during the cleaning. 

Tenure, Churn, Bandwidth GB Year, and Monthly Charge will be used for visualization reasons. 

Continuous  Categorical 

Children Techie 

Age Contract 

Income Port_modem 

Outage_sec_perweek Tablet 

Email InternetService 

Contacts Phone 

Yearly_equip_failure Multiple 

Tenure OnlineSecurity 

MonthlyCharge OnlineBackup 

Bandwidth_GB_Year DeviceProtection 

 TechSupport 

 StreamingTV 

 StreamingMovies 

Data Preparation Procedures 

• Using Pandas' read csv command, read the data collection into python programming. 

• Using the info () and description() methods, evaluate the data for a better understanding of the input data. 

• Using the variable "churn df" to name the dataset, and "df" to name the data frame’s subsequent usable slices. 

• Check for misspellings, strange variable names, and data that is missing. 

• Identify outliers that may create or obscure statistical significance using histograms, Scatter plots and box 

plots. 

• Computing replaces missing data with relevant central tendency measures (mean, median, or mode) or just 

Outliers a few standard deviations above the mean are removed. 

• Remove non-essential categorical variables from the dataset to create a purely numerical dataframe for 

analysis. 
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• For usage in the K-means clustering model, save the cleaned dataset as "churn prepared kmeans.csv." 

The dependent variable "Churn," which is binary and categorical and has values, "Yes" or "No," is extremely crucial 

to our decision-making process. Our categorical target variable, or y, will be "churn." 

The following consistent explanatory factors may be relevant after cleaning the data: 

• Bandwidth_GB_Year 

• MonthlyCharge 

• Tenure (the length of time a customer has been with the company) 

• Yearly_equip_failure 

• Contacts 

• Email 

• Outage_sec_perweek 

• Income 

• Age 

• Children 

Similarly, the based on this background factors' relevance may be discovered (with only two values, "Yes" or "No" 

all binary categorical variables, except where noted). The following values will be encoded as 1/0 dummy variables: 

• StreamingMovies: Is the customer able to access on-demand movies (yes, no) 

• StreamingTV: Whether the consumer has access to streaming television (yes, no) 

• TechSupport: Is there a technical assistance add-on for the customer? (No, yes) 

• DeviceProtection: Is the consumer eligible for a device protection add-on? (no,yes) 

• OnlineBackup: Whether the consumer has purchased an add-on for internet backup (yes, no) 

• OnlineSecurity: Whether the consumer has an online security add-on? (no, yes) 

• Multiple: Whether or whether the consumer has more than one line of credit (yes, no) 

• Phone: Whether the customer has access to a phone line (yes, no) 

• InternetService: Customer's internet service provider fiber optic, None,DSL) 

• Whether or not the customer possesses a tablet, Surface or iPad (no,yes) 

• Whether the customer has a portable modem is determined by port modem (yes, no) 

• Customer contract: contract terms of customer (one year, month-to-month, two year) 

• Techie: Whether the customer perceives themselves to be technically savvy (as determined by a customer 

questionnaire completed when they enrolled for services) (no,yes) 

In the decisionmaking process, discrete ordinal predictor variables created from consumer survey responses about 

various customer service attributes could be valuable. Customers in the surveys eight customer service rated based 

on ordinal numerical data aspects on a scale of 8 to 1 (8 being the most essential and 1 being the least important):  
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1. Include standard imports all the required references: 

 
 

2. Change font and color of the Matplotlib: 

 
 

3. Increase display cell-width 

 
 

4. Ignore warning codes 

 
 

5. Dataset  

 
 

6. Dataset size 

 
 

7. Data set features 
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8. Data frame Info 

 
 

9. Data types 
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10. Data set 

 
 

11. Descriptive statics 

 
 

12. Remove categorical variables from dataset 

 
 

13. Using pandas read the data from clean data file and change the names of the last eight survey columns to better 

describe the variables: 

 
 

14. Churn data frame with values: 
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15. To create histograms: 

 
 

16. To plot style to ggplot: 

 
 

17. List the high-level overview of potential relationships and distributions: 

 
 

18. scatterplot of Tenure: 
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19. scatterplot of Monthly charge: 

 
 

20. scatterplot of Tenure and Bandwidth_GB_Year: 

 
 

21. scatter_matrix: 

 
 

22. scatter matrix paperless Billing 
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23. scatter matrix Internet Service: 

 
 

24. Seaborn boxplots for continuous & categorical variables 

 
 

25. Find exact Age range in column 

 
 

26. Find exact Income range in column 

 

 

27. Create Seaborn boxplots for Monthly Charge: 

 
28. Find exact Monthly Charge range in column 
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29. Create Seaborn boxplots for Band width_GB_Year: 

 
 

30. Seaborn boxplots for tenure 

 
 

31. missing data points within dataset 
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Imagination/Visualization                 

 

 

 

 

 

 

Analysis/Research 

Calculations for the Output and Intermediate: 

We iterated over 3 pairs of matched feature sets through using Scikit-learn KMeans class to generate meaningful heuristics 

from which to better understand our consumers and, as a result, make better business decisions. Among the three sets 

were: 
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For each set, we applied the slide plot elbow technique to determine the ideal number of clusters. 

D2. Execution of Code: 

Below are the K-means clustering code and graphics. 
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PART V. Do the following to describe your data analysis: 

E1. Clustering Technique Accuracy 

"Validating the clustering technique is somewhat tricky compared to supervised machine learning algorithm since 

there is no ground truth labels in clustering Procedure," Manimaran writes on TowardsDataScience.com 

(Manimaran, p. 1). 

So, when measuring the accuracy of our k-means clustering, we'll take three criteria into account: 

• Number of clusters 

• Clustering quality 

• Clustering tendency 

 

Number of clusters 

We utilized the elbow technique to determine the best number of clusters k by plotting the k values against within-

cluster variation, as shown in the scree plots above. Two, four, and six are clustered in our elbow results. 

Clustering quality 

We can see how tight clusters are in relation to their respective centroids after clustering. Our clusters are not firmly 

grouped around their centroids, as evidenced by the depicted clusters for our three k-means clusterings. Instead, we 

have "levels" or "bands" of clusters due to the nature of the customer dataset. 

Clustering tendency 

As seen by our scatter matrix above (see bivariate plots including customer survey findings - Replacements, 

Reliability, etc.), many of our prospective numerical variables contain evenly distributed data points. Our studies 

will be based on Tenure, non-uniform distributions of, Bandwidth GB Year, MonthlyCharge  and Income. As a 

result, meaningful clusters may be more likely to emerge. We also don't use dummy variables, which are also 

equally distributed. 

 

Conclusions & Implications: 

We must return to our original study question, "Can we better understand our consumers and find patterns specific 

to consumers who churn utilizing unsupervised learning data mining?" for answers and ramifications. 

We employed the Within Cluster Sum of Squares (WCSS), sometimes known as the "elbow" method, to find the 

best clustering algorithm k for our three bivariate clustering’s. The following are the findings and their implications: 

• We observed two primary categories when we compared bandwidth usage yearly to customer tenure with the 

telecom firm. Customers who stay for a small period and use less GBs, and those who stay for a longer period 

and use more GBs. This conclusion appears to be self-evident, and it implies that we should try to keep clients. 

• We observed four key categories, or perhaps market sectors, when comparing monthly fee to client income. 

Although we should expect monthly prices to rise in tandem with user income. We couldn’t locate this 

information. Customers' monthly charges ranged from low to high within each customer income cluster We'd 

want to see higher-income individuals overspend or, at the very least, create marketing tactics that encourage 

them to spend their disposable cash with us rather than elsewhere. 

• Eventually, when monthly charges were compared to customer tenure with the telecom provider, the WCSS 

recommended six ideal clustering’s, which mirrored the preceding results with bandwidth only. This outcome 
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may provide us the best insight of which groups to market to more aggressively, those who pay a lesser 

monthly fee but stay for longer periods of time, and, hopefully, reduces spam to those who have over spent 

money with us but are not staying for longer periods of time. 

Finally, churn, or short stay with a company, appears to be linked to the use of fewer services and, possibly, 

spending fewer dollars with us. 

 

Restrictions  

The data for this telecom firm dataset does not come from a warehouse, which is a drawback of this investigation. 

It's as if we used Python statistical libraries to generate the data at random in this instance. As a result, we are unable 

to contact the personnel that arranged and acquired this data to inquire as to why certain uniformities occur, and 

whether A/B testing or other comparisons are more relevant to answering issues about customer retention or churn, 

in their subject-matter-expert judgments. In a real-world project, we'd go to the department where the data was 

collected and, hopefully, discover more significant results through a more rigorous, focused procedure. 

 

E4. Plan of Action 

Marketers and decision-makers should be aware of this our bivariate research suggests certain links. We should look 

at the qualities that are shared by those who are leaving the company and attempt to reduce the likelihood that they 

will occur with any future consumer. Early descriptive statistical analyses imply that customers are less likely to 

abandon a company if they subscribe to more services, such as an online backup or additional port modem. Clearly, 

it is in the best interests of the company to give customers with more services and enhance their customer 

experience by supporting them in knowing all the mobile phone service, but a variety of other services are available 

to them as a subscriber. 

Having said that, there is a subset of consumers that earn a lot of money but pay a low monthly fee. More marketing 

and direct contact from our advertisers should be directed towards these demographics. 

There are also pockets of low-income users, with both high and low monthly fees. As an ethical company, we 

should avoid targeting these market segments because 1) they clearly do not have the financial means to invest on 

"luxury" services like streaming videos, 2) these customers may be unable to make their monthly payments and may 

leave our company, migrating to other companies' "free trial" offers, leaving us with an unpaid bill. 

 

PART VI. Documentary Evidence 

Panopto recording: 

https://wgu.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=346a3e96-f762-424f-99c4-ae58011f984c 

Third Party Evidence: 

Title: (Visualize missing values (NaN) values using Missingno Library | Python |), GeeksForGeeks. 

Date: July 4th, 2019 

URL: https://www.geeksforgeeks.org/python-visualize-missing-values-nan-values-using-missingno-library/ 

Title: (Machine Learning A-Z: Hands-On Python & R in Data Science), SuperDataScience 

Date: August 15th, 2021 

URL: https://www.superdatascience.com/ 
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