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Abstract Customer retention, loyalty measurement, and recovery strategies have become crucial for businesses 

aiming to minimize client loss. Instead of focusing solely on acquiring new customers, companies now prioritize 

preventing the loss of existing ones. The telecommunications industry, with its rapid technological advancements 

and growing user base, generates vast amounts of data. However, this rapid and uncontrolled expansion leads to 

significant losses due to fraud and technical issues, necessitating the development of new analytical methodologies. 

This paper addresses the urgent need for effective analysis techniques to manage and interpret the vast data in the 

telecommunications sector. The primary objective for many providers is to retain highly profitable customers. By 

predicting which clients are at greater risk of churning, telecommunications companies can implement proactive 

measures to reduce customer churn and enhance overall business performance. 

 

Keywords Customer Retention, Risk Prediction, Customer Recovery, Fraud Detection, Data Analysis, Predictive 

Analytics   

Introduction 

Finding reasons for client loss, gauging customer loyalty, and recovering customers have all become highly essential 

ideas for many businesses. Companies conduct a variety of studies and efforts to prevent losing consumers rather 

than gaining new ones. Due to fast renewable technology, an increase in the number of users, and value-added 

services, the telecommunications business collects massive amounts of data. Due to the uncontrolled and rapid 

expansion of this area, considerable losses are incurred because of fraud and technical challenges. As a result, the 

creation of new analysis methodologies has become a necessity. The number one business goal for many providers 

is to keep extremely profitable customers. Telecommunications businesses must predict which clients are at greater 

risk of churning to reduce customer churn 

Analytical Question: 

Which consumers are most likely to leave? What are the most important customer features/variables in terms of 

churn?  

Goals and Objectives: 

The purpose of data analysis is to investigate the data, identify trends, compare key indicators, develop 

visualizations, and anticipate which customers are at high risk of churn using multiple regression modeling.  

The goal of this project is to be able to forecast whether a certain client would churn. The churn rate, also known as 

attrition rate, is the rate at which a company's clients discontinue doing business with it. It's most typically expressed 

as the percentage of service subscribers who cancel within a specific period. We are given data on 7043 consumers, 

including 21 attributes from multiple services and personal qualities, which we will clean, analyze, and use to build 

ML model that can predicting whether a customer will churn.  
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Justification for the Method 

Assumptions Summary: Logistic Regression  

We will use logistic regression because we'll be predicting whether a customer will churn or not, which is a 

classification problem. The logistic model is used in statistics to represent the probability of a specific class or event, 

such as pass or fail, win, or lose, living or dead, healthy, or sick, occurring.  

Logistic regression: 

Because the dependent variable is binary, it is based on the Bernoulli (also known as binominal or Boolean) 

Distribution rather than the Gaussian Distribution (in our dataset, to churn or not to churn)  

[1]. The anticipated values are limited to a nominal value range: No or Yes  

[2]. It predicts the possibility of a given event rather than the actual outcomes.  

[3]. There are no predictors with a significant degree of co-relation (multi-collinearity).  

[4]. It's the formula for calculating the chances of success: In other words, a regression model with a natural 

logarithm of the odds output, often known as logit.  

Our method will be decision tree, which is a key competitor of logistic regression and is quite resilient. The decision 

tree's outcomes are simple to comprehend. Before constructing the decision tree, there may be collinear independent 

variables, as well as extreme values and missing data. The data will be separated into smaller data groups based on 

the attributes, allowing us to discover which features are the most significant.  

 

Advantages/Benefit of The Tool 

Tools will be used:  

For this assessment, I’ll use Python because the study will be supported by Jupyter notebooks in Python. Python 

includes many established data science and machine learning tools, as well as a user-friendly interface, 

straightforward, and extensible programming style and grammar. Python is cross-platform, so it will function 

whether the analysis is viewed on a PC or laptop. When compared to other programming languages such as R or 

MATLAB, it is quick (Massaron, p. 8). 1 In addition, Python is often regarded as the most widely used data science 

in famous literature and media (CBTNuggets, p. 1). 

NumPy used to work with arrays,  

Pandas used to load datasets,  

Matplotlib used to plot charts,  

Scikit-learn used for machine learning model classes,  

SciPy used for mathematical problems, specifically linear algebra transformations, and  

Seaborn used for a high-level interface and appealing visualizations. Using the Pandas library and its accompanying 

"read csv" function to transform our data as a data frame is a quick, exact example of loading a dataset and 

constructing a variable efficiently:  

imported pandas as pd, df(dataframe) = pd.read csv('ChurnData.csv')  

 

Appropriate Methodology:  

In this assessment, we’ll begin by looking at the data and deciding on a target and independent variable. We'll next 

use univariant and bivariant statistics to investigate this variable. We'll also look for outliers and missing numbers, 

as well as update variable types for future analysis. We will conduct logistic regression when the data has been 

cleansed.  

Because our dependent variables are binominal (Yes or No), logistic regression is an appropriate technique to 

investigate the research question. Based on a set of independent variables, we want to determine the chance of 

customer churn for certain consumers (area type, job, children, age income, etc.) As we add or remove different 

independent factors and determine if we'll see it’s a positive or negative association with our target variable, we will 

gain a better understanding of the increased probability of churn. 

 

Data Objectives: 

The following will be part of my strategy:  

[1]. Using Pandas' read csv command, read the data collection into Python.  

[2]. Examine the data structure for a better understanding of the data collection process.  
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[3]. Using the variable "churn df" to name the dataset, and "df" to name the dataframe's subsequent usable 

slices.  

[4]. Check for misspellings, strange variable names, and data that is missing.  

[5]. Identify outliers that may create or obscure statistical significance using histograms.  

[6]. Computing replaces missing data with relevant central tendency measures (mean, median, or mode) or 

just Outliers a few standard deviations above the mean are removed.  

The binary categorical with only two values, YES / NO are the dependent variable "churn," which is most 

significant to our decision-making process. Our categorical target variable will be churn. We may find the 

significance of ambiguous predictor factors while cleaning the data.  

• Income  

• Email  

• Monthly charge  

• Tenure (The length of time a consumer has been with a provider.)  

• Children  

• Yearly-equip-failure  

• Contacts  

• Bandwidth_GB_Year 6  

• Outage_per_week  

The categorical variables (all binary Predictor except for categorical variable with two values, "Yes"/ "No," were 

stated) may be shown to be significant: * Churn: Whether the consumer stopped using the service in the previous 

month (yes, no)* Techie: Whether or not the customer perceives themselves to be technically savvy (as determined 

by a customer questionnaire completed *Contract (at the time of signing up for services) (yes, no): The customer's 

contract term (one year , two years or month-on-month). * Port_modem: consumer using a portable modem (yes/no) 

* the consumer possesses a tablet, such as or a Surface or an iPad (yes, no) * Internet Service: The internet service 

provider for the customer (DSL, fiber optic, None) * Phone: Is there a phone service for the consumer (yes, no)? * 

Multiple: If the customer has more than one line (yes, no) * Online Security: Whether the consumer has an add-on 

for online security (yes, no) * Online Backup: Whether the consumer has purchased an add-on for internet backup 

(yes, no) * Device Protection: Is any consumer device protection add-on? (Yes, no) * Tech Support: Is there a 

technical assistance add-on for the customer (yes, no) * Streaming TV: Whether the consumer has access to 

streaming television (yes, no) * Streaming Movies: If the customer has access to on-demand movies (yes, no).  

In the decisionmaking process, discrete ordinal predictor variables created from consumer surve y responses about 

various customer service attributes could be valuable.Customers in the surve ys provided ordinal numerical data by 

rating eight customer service aspects on a scale of 8 to 1 (8 being the most essential and 1 being the least important):  

• Item1: Evidence of active listening  

• Item2: Courteous exchange  

• Item3: Respectful response  

• Item4: Options  

• Item5: Reliability  

• Item6: Timely replacements  

• Item7: Timely fixes  

• Item8: Timely response  

 

Statistics in Brief:  

The dataset has 50 original columns and 10,000 records, as shown in the Python pandas data frame techniques 

below.  

Especial user IDs and statics categorical variables (‘Customer id’,'Case Order, 'Interaction, 

'City,'State,'County,'Zip,'Lat,'UID, 'Area,'Lng’,'PaymentMethod','Population, 'TimeZone,'Job,'Marital) not included 

in the data frame for this research. In addition, binomial 7 "Yes"or "No" / "Male"or"Female" variables encoded to 1 

or 0. This left 34 numerical independent predictor factors, including the target variable, to be determined. There 

appeared to be no nulls, NAs, or missing data points in the dataset, indicating that it had been well cleaned. Ordinary 
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distributions were discovered for "Outage sec per week, ”Email" and "Monthly Charge,” using histograms and 

boxplots as calculate the central tendency. There were no more outliers in the cleaned dataset. In a scatterplot, 

histograms for "Bandwidth_GB_Year" and "Tenure" displayed bimodal distributions, indicating a straight linear 

relationship. 53 years old customers are average (with standard deviation of 20 years), had two children (with a 

standard deviation of two children), had an income of $39,806 (There were 10 outage-seconds every week, with a 

standard deviation of around 30,000, 12 times email was marked, called technical assistance few times, had fewer 

than one annual equipment fault, has been with the organization for almost months of 34.5, has a monthly charges of 

about 173, and uses 3,392 GBs.  

 

Data Preparation Procedures:  

[1]. Create a Python data frame from a dataset.  

[2]. Rename the survey's columns/variables to make them more clearly identifiable (ex: "Item1" to 

"Timely_Responses").  

[3]. Obtain a description of the data frame, including its structure (columns and rows) and data types.  

[4]. Look for the summary statistics.  

[5]. Remove the data frame's non-vital identifying (ex: "Customer id" and ex: zip code) are demographic 

columns.  

[6]. Search records for missing data and fill in the blanks, Outliers that are several standard deviations above 

the mean should be removed with the central tendency (mean/median/mode)/ delete the outliers that are 

more than a standard deviation above the mean.  

[7]. Make a list of dummy variables to encode category, yes/no data points into 1/0 number values.  

[8]. Create a visual representation of univariate and bivariate data.  

[9]. At the end of the data frame, add Bandwidth GB Year.  

[10]. The prepared dataset will be extracted and delivered as "churn prepared.csv" at the end.  

 

Include standard imports all the required references: 

 

 
Change font and color of the Matplotlib: 
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Using pandas read the data from clean data file and change the names of the last eight survey columns to 

better describe the variables: 

 
Churn data frame with values: 

 

 
To List the data frame columns: 

 
To List the number of records and columns of dataset: 

 
To List the churn data set statics: 
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Dataset with missing data points: 

 
C4: Imagination/Visualization 

 
Analysis and Comparison of Models 

Initial Model of regression from all predictors: 

 
Using model with all categorical dummy variables: 
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Comparison of Early Models 

As we added categorical dummy variables to our continuous variables in our pseudo-R grew from 0.4473 to 0.5296 

in the second run of our MLE model. We’ll take this as a sign that the categorical data points are responsible for 

some of our variance. As our initial regression equation, we'll employ those 31 variables. 

Model of Multiple Linear Regression in Its Early Stages: 

Multiple regression with 30 independent variables (17 continuous & 13 categorical): y = (104.85 + 30.86 

* Children - 3.31 * Income - 0.26 * Age + 0.00 * Outage_sec_perweek - 0.31 *Contacts + 0.67 * 

Yearly_equip_failure + 0.62* Email + 2.95 * DummyTechie + 3.93 * DummyContract + 0.47 * 

DummyPort_modem - 1.98 * DummyInternetService - 2.15 * DummyTablet - 373.71 * DummyPhone - 

76.08 * DummyMultiple + 67.49 * DummyDeviceProtection - 52.58 * DummyOnlineBackup + 24.89 * 

DummyStreamingTV - 2.64* DummyOnlineSecurity - 12.66 * DummyPaperlessBilling + 82.01 * Tenure + 

3.28 * DummyTechSupport + 30.48 * MonthlyCharge - 8.9 * Timely_Responses + 3.47 * Timely_Fixes - 

0.18 * Timely_Replacements - 0.27 * Reliability + 2.72 * Options + 1.72 * Respectful_Response - 1.35 * 

courteous_exchange + 5.78 * Active_Listening. 

Model Reduction Justification 

We have a pseudo-R value of 0.5296, which is clearly not good for the variance of our model, based on the MLE 

model we created earlier. Except for variables DummyTechie, DummyContract, DummyInternetService, and 

DummyOnlineBackup, the coefficients in the above model are quite low (less than 0.5). The p-values for those 

variables are also less than 0.000, implying that they are significant. 

After that, pick a 0.05 p-value and include all variables in your analysis with 0.05 p-values. Any predictor variable 

with a p-value larger than 0.05 will be removed from our model as statistically insignificant. 

The continuous predictor variables will be included in our next MLE run: 

• MonthlyCharge 

• Age 

• Bandwidth_GB_Year 

• Tenure 

In addition, categorical predictor factors include: 

• Dummy Contract 

• Dummy Techie 

• Dummy Internet Service 

• Dummy Port_modem 

• Dummy Multiple 

• Dummy Phone 

• Dummy Online Backup 

• Dummy Online Security 

• Dummy Tech Support 

• Dummy Device Protection 

We'll use another MLE model to test the reduced number of predictor variables against our DummyChurn 

dependent variable. 

 

Perform the Following Steps to Reduced Multiple Regression Model 

Models of comparison 

the model still shows 52 percent of difference, It was proven by the pseudo-R. (31 to 15), the number of variables, in 

order to preserve predictor variables, we suggest a 0.05 alpha criterion. We can see that the bulk of our dummy 

variables (which are optional services that a client can add to their contract) have negative values because Churn = 1 

What counts to decision-makers and marketers is that inverse correlations suggest that if a customer subscribes to 

more of the firm's services, he or she will spend more money with the company, they’re less likely to churn and 

leave if you give them something extra, like an extra port modem or an online backup. Clearly, delivering more 

services to clients and improving their overall experience with the organization by assisting them in understanding 
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all of the alternatives available to them as a subscriber, It is in the best interest of maintaining clients, not simply 

mobile phone service. 

 

Do the following to summarize your findings and assumptions: 

Results 

Discuss the findings of your data analysis, considering the following points: 

[1]. The final multiple regression equation, which includes four independent variables, is as follows: y = 

DummyTechie - 1.1367 * DummyInternetServices + 0.2365 * -0.8634 + 0.3952 * DummyOnlineBackup 

* DummyContract - 0.2771 

[2]. According to the coefficients, for every unit of: 

[3]. Bandwidth GB Year will grow by 31.18 units, children. 

[4]. Bandwidth GB Year will rise by 81.94 units, tenure. 

[5]. Bandwidth GB Year will be increased by 1.07 units, fixes. 

[6]. Bandwidth GB Year will be reduced by 3.66 units, replacements. 

[7]. Children and Tenure have statistically significant p-values of 0.000, while Fixes have p-values of 0.000. 

[8]. The data set is a little limited for this analysis, and more years would probably assist. 

 

Recommendations 

It's vital for decision-makers and marketers to recognize that Churn, one of our objective variables, and some of our 

predictor variables, have an inverse connection. This means that as a consumer uses more of the company's services, 

they will be charged more, they are less likely to leave if you provide them with extras like a second port modem/ an 

online backup. 

it is in the organization’s best interests to provide extra services to consumers and to improve their overall 

experience with the company by supporting customers in comprehending as a subscriber, they get access to all the 

options offered to them. It’s not just about cell phone service. Based on the negative coefficients of extra services, 

we propose new market segments. 

Furthermore, because there is a straight linear relationship between bandwidth used annually and telecom firm 

tenure, it is reasonable to suggest that the corporation utilize all its marketing and customer service resources to 

retain the clients it has acquired, as they stay with the company for a longer period, The more bandwidth they 

consume, the more bandwidth they consume. This would require ensuring customer issues are quickly target and 

that the equipment provided is of great quality to restrict the frequency of equipment replacements 

 

Documentary Evidence 

Panopto recording: 

https://wgu.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=0a66f963-ac4c-4597-b3d5- adef01443b3d 

https://wgu.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=2b8cc5b7-e49b-4f75-8284- 

ade900256f35&query=kailash 

 

Third Party Evidence 

Practiced code: Bivariate plotting with pandas 

URL: https://www.kaggle.com 

Article: Predict Customer Churn in Python 

URL: https://towardsdatascience.com/ 
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