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Abstract This paper explores the critical role of cache storage capacity within Content Delivery Networks 

(CDNs), in the context of its implications for augmented reality (AR) and virtual reality (VR) content, 

accentuating its strategic importance in optimizing content distribution and augmenting user experiences in 

these immersive environments. It investigates key variables such as content popularity, cache hit ratio, retention 

policy, eviction strategy, cache size, and content size distribution, providing insights into their impact on storage 

space optimization. 

The paper outlines the process of calculating the current eviction age, leveraging data collected at the node level. 

It introduces a forecasting approach that considers total current storage capacity, target eviction age, and a 2.5% 

month-over-month growth rate to estimate future storage needs and node requirements, especially pertinent in 

the context of the evolving demands of AR/VR content. 

Beyond technical aspects, the paper discusses the practical applications of model outputs in decision-making, 

guiding strategic node deployment and optimizing service performance. It encourages a dynamic approach to 

cache service growth metrics and suggests exploring long-term database integration for enhanced historical 

perspectives. 

Additionally, the paper introduces the concept of exploring the linearity between disk size and cache retention, 

proposing potential integration into the model for improved predictive accuracy. In essence, it serves as a 

comprehensive guide for understanding, optimizing, and strategically leveraging cache storage capacity in the 

dynamic landscape of CDNs. 
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1. Introduction  

In the ever-evolving landscape of content delivery networks (CDNs), the significance of cache storage capacity 

cannot be emphasized enough. Serving as the backbone of seamless content distribution, a CDN relies 

extensively on its capacity to efficiently store and retrieve data. The role played by cache storage capacity is 

pivotal, shaping the CDN's performance, responsiveness, and the overall user experience. This introduction 
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delves into the vital importance of cache storage within a CDN environment, shedding light on its influence on 

content delivery speed, bandwidth optimization, and the seamless global delivery of digital content to users 

worldwide. Recognizing and optimizing cache storage capacity extends beyond a mere technical consideration; 

it is a strategic imperative for organizations aiming to deliver content swiftly and reliably in today's digital age. 

The calculation of cache storage capacity involves a nuanced examination of key variables that directly impact 

the efficiency and effectiveness of a CDN. The first crucial variable is content popularity or access frequency, 

determining which content items are frequently requested and should be given priority for caching. 

Additionally, the cache hit ratio, representing the proportion of requests satisfied by the cache, assumes a pivotal 

role, with a higher cache hit ratio indicating optimal cache utilization. 

Another significant variable is the cache retention policy, dictating the duration for which content remains 

stored in the cache. Striking a balance in this retention period ensures the optimal utilization of storage space 

without retaining outdated or less frequently accessed content. The cache eviction strategy is equally vital, 

determining which items are replaced when storage limits are reached. Moreover, the cache size itself emerges 

as a fundamental variable, influencing the volume and diversity of content that can be accommodated. A 

thoughtfully selected cache size aligns with the specific requirements of the CDN and user demand. Lastly, 

understanding the distribution of content sizes aids in estimating the necessary storage space for different 

content types. 

In summary, the essential variables for calculating cache storage capacity encompass content popularity, cache 

hit ratio, retention policy, eviction strategy, cache size, and content size distribution. A comprehensive 

evaluation of these variables ensures the optimization of a CDN, enabling it to deliver content swiftly and 

responsively, meeting and exceeding user expectations in the digital realm. 

 

2. Optimizing Cache Management 

The approach focuses on refining cache management by calculating the current eviction age, analyzing data at 

the node level, and implementing a strategic forecasting approach for optimized system performance. The 

emphasis is on efficient resource utilization and informed decision-making through visualizations and 

quantitative insights. 

A. Calculating Current Eviction Age 

Our sophisticated analysis initiates with the meticulous collection of eviction age data at the node level, sourced 

from the 'cache eviction age' table in Prometheus. This data, a pivotal metric in cache management, reflects the 

duration data resides in the cache before eviction, offering essential insights into system efficiency. 

The subsequent step involves an intricate model that performs a detailed lookup based on node names. This 

process retrieves crucial details such as the generation and storage capacity associated with each node. These 

factors are paramount in understanding the cache system's performance characteristics. 

In mathematical terms, eviction age (EA) can be represented as: 

Total Time Data Spends in Cache 

EA =Number of Evictions 

This equation encapsulates the essence of eviction age, illustrating the average time data persists in the cache 

before being evicted. A shorter EA suggests rapid turnover and optimal cache resource utilization. 

To provide a comprehensive overview, we aggregate eviction age data at the site level. This macroscopic 

analysis allows us to grasp the current eviction age dynamics across the entire system, facilitating a holistic 

understanding of cache performance. 
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Our Grafana table visually represents the cache eviction age' data, employing a meticulous extraction process 

and node name lookup. This visual mapping associates generation and corresponding storage capacity with the 

current eviction age of each node. The equation can be further utilized to analyze specific nodes or site-wide 

trends, empowering stakeholders with quantitative insights for informed decision-making and system 

optimization. 

 

B. Implementing Strategic Forecasting Approach 

Our strategic model employs a precise equation to utilize the current storage capacity (SC current) of a site, with 

the formula: 

SC Target = SC current ×(CEA TEA ) 

Here, TEA represents the target eviction age, and CEA is the current eviction age. This calculation provides 

detailed insights into the required storage (SCtarget) to achieve the target eviction age. The outcome is then 

translated into the necessary number of Gen 11 nodes at the site, promoting a granular approach to node 

allocation. 

In our proactive planning model, we anticipate a 2.5% month-over-month growth in Cache Service demand 

(Grate). The forecasted future eviction age (FEA) is determined through the equation: 

FEA = CEA + (CEA × G rate) 

This forward-thinking approach allows us to project the future eviction age, serving as a crucial basis for 

strategic decision-making. It enables us to precisely determine the additional nodes needed to align with our 

target eviction age of 3 days, ensuring adaptability to evolving demand. 

The model's output, integrated with equations, guides strategic decisions by understanding the optimal number 

of nodes required at each site (Nodes required). This is calculated as: 

SC target 

Nodes Required = ----------------------------- 

Gen11Node Capacity 

These proactive adjustments, supported by detailed insights and equations, underscore the significance of 

eviction age. This approach prevents service performance disruptions and maximizes the effectiveness of our 

resources, providing a robust foundation for strategic cache management. 

 
 

Other key input to the model are Variable Growth Metrics and Linearity between disk size and cache retention 
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A. Variable Growth Metrics: To enhance the effectiveness of our cache service planning model, it is 

recommended to adopt a more dynamic approach for Month-over-Month (MoM) cache service growth. 

Collaborate with relevant teams to identify opportunities for improvement and consider integrating the 'cache 

eviction age' table into a long-term database. This will provide a broader historical perspective, facilitating trend 

identification and enabling the calculation of a dynamic growth rate by site. Such adjustments have the potential 

to significantly improve the responsiveness and accuracy of the model predictions. 

Additionally, it is essential to investigate the relationship between disk size and cache retention. Acknowledge 

the observed linear connection at certain sites and explore the possibility of incorporating this linear relationship 

into the model. In this context, each byte of added storage would consistently enhance retention performance. 

For sites where the relationship is non-linear, delve into understanding and modeling the variability. This 

approach aims to refine the predictive model, ensuring increased accuracy by accounting for diverse site 

behaviors. 

By considering these variable growth metrics and making necessary adjustments, we can create a more 

adaptable and precise cache service planning model that effectively responds to evolving demands and site-

specific characteristics. 

B. Linearity between disk size and cache retention: Dive into an exploration of the intricate interplay between 

disk size and cache retention, with a keen focus on the linear connection identified in specific site scenarios. 

Consider the prospect of embedding this linear relationship into the model, where the addition of each byte of 

storage consistently contributes to the improvement of retention performance. In cases where the relationship 

proves to be non-linear at certain sites, embark on a thorough investigation to grasp and model the inherent 

variability. 

This holistic approach seeks to elevate the sophistication of the predictive model by accommodating diverse 

behaviors exhibited by different sites. By incorporating these nuanced details, the refined model is poised to 

offer increased accuracy, ensuring a more precise understanding of the dynamic dynamics between disk size and 

cache retention across various operational contexts. 

 

Conclusion 

This comprehensive exploration of cache storage capacity within Content Delivery Networks (CDNs) 

underscores its pivotal role in shaping efficient content distribution and optimizing user experiences. The 

meticulous examination of key variables such as content popularity, cache hit ratio, retention policy, eviction 

strategy, cache size, and content size distribution provides valuable insights into storage space optimization. 

The paper introduces a robust approach to calculating the current eviction age, leveraging data from Prometheus 

and visualizing it through Grafana tables. This analysis, coupled with a strategic forecasting model, enables 

organizations to anticipate future storage needs and node requirements. The emphasis on a dynamic approach to 

cache service growth metrics and the suggestion to explore long-term database integration contribute to 

enhanced historical perspectives, improving the model's responsiveness and accuracy. 

Furthermore, the consideration of the linearity between disk size and cache retention introduces a nuanced 

dimension to the model. The proposal to incorporate this relationship, where each byte of added storage 

consistently improves retention performance, demonstrates a forward-thinking strategy. The acknowledgment of 

non-linear relationships at certain sites highlights the importance of understanding and modeling variability for 

refined predictive accuracy. 

The practical applications of the model outputs extend beyond technical aspects, guiding strategic node 

deployment and optimizing service performance. By embracing a holistic and adaptable approach, organizations 

can navigate the dynamic landscape of CDNs with precision, ensuring efficient resource utilization and 

informed decision-making. 

The applications discussed, emphasizing strategic node deployment and performance optimization in the 

AR/VR landscape, provide actionable insights. The dynamic approach advocated for cache service growth 

metrics and the exploration of disk size-linearity further contribute to a nuanced understanding of AR/VR 

content delivery. This comprehensive guide navigates the evolving landscape of CDNs, offering a tailored 

perspective that aligns cache storage capacity with the distinctive requirements and opportunities presented by 

AR/VR applications. 
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In essence, this paper serves as a comprehensive guide for organizations seeking to understand, optimize, and 

strategically leverage cache storage capacity. By incorporating advanced analytical techniques and embracing 

dynamic considerations, the presented model provides a robust foundation for effective cache management in 

the evolving realm of content delivery networks. 
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