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Abstract: Big data has been utilised by a variety of businesses in order to simplify the delivery of products and 

to improve consumer insights by utilising predictions made possible by technologies such as artificial 

intelligence. Big data is a field that focuses primarily on the extraction and systematic analysis of big data sets 

with the goal of assisting businesses in identifying patterns using this information. With the advent of Big Data, 

numerous businesses are able to expand their capacity to manage enormous client datasets and allow growth in a 

variety of functional areas. Many software corporations are increasing their investments in companies that 

specialise in data management and analytics as a result of the increased need for information management 

specialists brought about by big data. The administration of large data is, however, vulnerable to the problem of 

data protection or privacy concerns. In this article, some of the most significant problems regarding the 

application and utilisation of Big Data are discussed. These concerns pertain to the difficulties associated with 

maintaining the confidentiality and safety of data that is held on technical equipment. A number of the ongoing 

research projects that are being carried out with the purpose of resolving concerns regarding privacy and 

security in relation to Big Data are also discussed in this paper. 
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Introduction 

The "Big Data" that could cripple a company is the data that is both massive and growing at an exponential rate 

[1]. It compiles data streams from numerous separate sources that are large, varied, and multi-format. Many 

people believe that Big Data has five traits, which are called the "five V's." Some of these features are valence, 

variety, loudness, speed, and veracity [2]. A new overlapping sixth V: value has been added to the method for 

massive data sets, as seen in Figure 1. 

 
Figure 1. Big Data: The Six Vs. 
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Big Data, indicative of the sheer amount of data, is the defining feature of large data. This results from the 

expansion of storage area networks and massive data centres. There is a broad variety of dimensionalities and 

data heterogeneity as a result of the vast amounts of huge data. Given this, attempting to decrease the quantity is 

crucial for effectively analysing huge figures [3]. Avoiding the utilisation of resources for lateral processing and 

storage necessitates treating massive data streams online. Another key feature of Big Data is how quickly it 

processes information. Speed, which is related to the frequency of data streams, needs to be reduced for huge 

data management to be effective. One such example is the observatory for solar dynamics, which daily produces 

data equivalent to around one terabyte. Only after reduction and summary can such rapid data be envisioned for 

analysis. Big Data is afflicted by the so-called "curse of dimensionality." Rephrasing this another way, we need 

to successfully reduce millions of dimensions, which comprise variables, traits, and attributes [4], in order to 

find the most knowledge patterns. 

For example, Internet user activity profiles are both comprehensive and sparse, yet they include millions of 

potentially useful phrases and URLs. Similarly, an individual's high-performance genetic sequence adds to the 

high dimensionality of data while simultaneously increasing its volume and speed. The amount and variety of 

massive data sets are increasing at an exponential rate, and many different things are adding to this trend. 

Furthermore, Big Data is used in many nations to provide services to numerous businesses, such as 

manufacturing, distribution, marketing, healthcare, and public sector activities [5]. For example, businesses like 

stores are collecting vast amounts of customer sales data in their databases. Companies are concentrating on 

enhancing their financial and logistical services, while individuals are sharing a lot of information about sales 

prices and products on social media. The sheer amount and variety of data, both structured and unstructured, is 

one of the many obstacles that big data inevitably brings. Improved instructional and learning processes, new 

forms of assessment for students, and better decision-making and educational leadership are all outcomes of 

using Big Data in HE researches [6]. Potentially game-changing effects may result from these novel analytics 

methods. Customers in the retail sector, for example, sometimes employ Big Data Analytics to learn which 

products are in season and which regions will have the highest demand. Despite its many advantages, big data 

analytics has sparked new worries about data security [7]. 

This is in addition to the incredible business prospects that it currently presents. The discovery of anomalies and 

fraudulent activity can be accomplished through the utilisation of Big Data analysis as a foundation for safety 

analytics. The analysis could be conducted in a geographically dispersed environment because data 

transmissions between organisations are not always reliable. With the right infrastructure in place, researchers 

may investigate massive volumes of data using techniques like information mining and statistical analysis, made 

possible by the widespread storage of diverse types of data in numerous systems. 

The collection and storage of enormous volumes of data is one aspect of the situation. However, on the other 

hand, it is more challenging to protect massive amounts of data from being accessed by unauthorised parties [8]. 

Another crucial point is that cyber threats and attacks are forever open season because of the cyber world. 

The term "cybersecurity" stands for the strategies, instruments, and procedures that are utilised in the fight 

against cyber-attacks and cyber-based dangers. Traditional security solutions were not especially effective when 

it came to detecting and combating fraud, cyber-attacks, and other threats. Hackers with advanced cyber 

capabilities can readily breach a company's defences and steal confidential information, including trade secrets, 

customer databases, and financial details. There has been a meteoric rise in the use of IoT-based applications in 

modern society. Academics studying the Internet of Things (IoT) have made user data security a hot issue [9]. 

Research conducted in the Internet of Things Cloud has resulted in the development of efficient security 

protocols that provide comprehensive frames with software characteristics of critical significance. These 

protocols are designed to guarantee that data flows between devices are both secure and accurate. There is a 

daily increase in the number of people who use the internet as the cost of using the internet continues to 

decrease. This is leading to an increase in the amount of data that is being transferred across the Internet [10]. 

 

Literature Review 

Currently, social networking is experiencing a daily expansion that is occurring at a quick pace. Registrations 

for social media networks are made by millions of people each and every day. Many people use social media for 

many reasons, such as business, learning, and enjoyment [11]. One of the greatest accomplishments of the past 
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few years is the proliferation of small, powerful wireless devices that can establish connections across a broad 

range of wireless networks with different link-level properties. 

Transferring data from one place to another is a crucial part of the software industry's technological landscape. 

Since all technologies rely on data in some way, software is fundamental to all technology [12]. Sharing 

information and the ability to upload, read, download, and understand material is the primary goal of almost all 

social networking services (SNS). A knowledge-based society and information can be fostered through sharing 

information for many reasons, such as but not limited to: attracting like-minded individuals, increasing social 

capital, strengthening individual relationships, attracting attention, and so on. Also, as previously stated, a lot of 

people use it for different things, but some bad actors, like hackers, create false profiles and utilise these 

platforms for their own illicit ends. They make a phoney profile with a phoney photo so they may impersonate 

someone else. False information dissemination, other forms of deceit, and other illegal behaviours are among 

the many things they do with these profiles [13]. Cybercrime is on the rise in today's IT industry, outpacing the 

effectiveness of existing cybersecurity measures. [14] Computer systems can be vulnerable to attacks due to a 

variety of reasons, including improper setup, inexperience, and a lack of available approaches. 

As a result of the growing threats posed by the internet, there is a pressing need for increased advancement in 

the development of cybersecurity strategies. Threats posed by the internet have considerably increased. The rate 

at which safety dangers are occurring and the requirement to manage them is becoming an increasingly 

challenging situation. Learning by machine is one of the most cutting- edge approaches of detecting criminal 

activity on the internet. It is possible to make use of machine learning techniques in order to circumvent the 

limitations that are associated with conventional detection methods [15]. There is a growing demand for 

machine learning applications in a variety of fields, including education, healthcare, business, and cybersecurity, 

among others. 

The major objective of this article is to discuss data security and protection issues and provide ways to find 

weaknesses. Big Data Analytics raises a lot of privacy and security issues, which are addressed in this article. 

This study provides a synopsis of the different machine learning approaches, as well as the data sets normally 

used for security purposes. 

Although the importance of cyber security cannot be overstated, there are still breaches and obstacles to 

overcome. Additionally, this work sheds light on the substantial challenges and limitations that are associated 

with the utilisation of cybersecurity [16]. Data privacy is an issue with Big Data. Quick and efficient algorithms 

for Big Data security intelligence are the focus of the research community's efforts. Big Data, computer science, 

and the proliferation of commercial applications are the frameworks within which these endeavours are being 

carried out. The primary goal of this undertaking is to ensure a safe environment that is not accessible to 

unauthorised individuals [17]. 

Security analysis will transform these technologies by collecting and analysing massive amounts of data from 

both internal and external sources, including vulnerability databases. The data will be collected and analysed to 

achieve this. Provide a holistic perspective of the security data and conduct analysis on the data in real-time. 

While trying to define "Big Data Tools," bear in mind that analysts and architects of systems still require system 

education [18]. The study of big data has enormous promise for improving every facet of business, creating 

game-changing innovations, and helping people in many ways with their privacy concerns. However, before 

starting to employ analytics, organisations should examine the concerns concerning privacy and security while 

implementing Big Data Analytics [19]. 

During Bertinoet and Ferrari's meeting, the fundamental concepts and processes for the protection of enormous 

amounts of data and their confidentiality were discussed. Furthermore, they brought attention to crucial research 

issues that must be resolved to ensure complete data security and privacy inside the Big Data framework [20]. 

A computing paradigm that safeguards your privacy was invented in [21], and it functioned by requiring you to 

download expensive cloud activities. On the client side, they have developed a method that is very scalable for 

encryption and decryption, while the cloud is responsible for the processing of any significant actions. In 

comparison to the conventional method of deep calculation, their approach improves preparation efficiency by a 

factor of 2.5 while maintaining the confidentiality of personally identifiable information. To help preserve 

people's privacy in video streams, Brki'c suggested a machine vision pipeline that takes into account the inherent 

value of obscured faces and unidentified data [22]. 
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In his work, [23] makes the point that Big Data provides individuals with both comfort and the ability to 

maintain their privacy. In this brief review, he discusses the challenges that are presented by the collecting, 

storage, and interpretation of big data. Because of this, verifying Big Data's veracity is crucial, and we must also 

address the limitations of current data security technology and the legal issues surrounding data protection. 

Bertino and Ferrari express worry in their research on the dangers of new data collecting and processing 

methods to Big Data. In this work, they look at some of the basic ideas and approaches that can be used to 

protect Big Data against these kinds of dangers. Along with this, they brought attention to the research gaps that 

must be filled before we can address the growing amount of Big Data with solutions that are both secure and 

private [24]. 

For the safe transfer of confidential information, a Big Data Platform provides a three-pronged approach. An 

information security system is necessary for the purpose of renting and issuing sensitive data on a big data 

platform that is only partially trustworthy. Trustworthy submission, secure storage, riskless usage, and secure 

destruction are the four facets of safety challenges that must be considered while building secure channels to 

allow the whole life cycle of sensitive data to be utilised. For the purpose of securely sharing sensitive data on a 

big data platform, Figure 2 shows a methodological structure that might be utilised. 

 
Figure 2: A Big Data Platform Security Architecture for Sharing Sensitive Information. 

 

When submitting data to a semi-trusted big data platform, encrypting it before transmission is one of the most 

common and popular ways to ensure its security. Some tasks, such as encryption, decryption, and permission, 

can be accomplished with the help of a security plug-in. Data used by a cloud platform service provider (such a 

SESP) on a big data platform can be protected by downloading and using the security plug-in. Our new 

Heterogeneous Proxy Re-Encryption (H-PRE) framework enables seamless transitions between several types of 

encryption, including public-key encryption (PKE) and identity- based encryption (IBE). To ensure the security 

of the storage, this was done. Using H-PRE with traditional cryptography won't cause any issues. The goal is to 

encrypt the data that the owner uploads using cypher techniques and then decrypt it using the user's private key. 

Assuming the cloud is unreliable and that decrypted plaintext will expose people's private information, we are 

functioning accordingly. Implementing a process protection solution based on a virtual machine monitor 

(VMM) and implemented through a trusted VMM layer is essential for us to bypass the guest operating system 

and deliver data protection directly to the user process. The new registration programme group's public keys are 

stored using the key management module of the virtual machine manager (VMM). During programme 

execution, the key management module is responsible for dynamically decrypting the symmetric key present in 

the main program's base. The virtual machine manager (VMM) stores all of the public and symmetric key 

applications in its memory. When using cloud storage for archiving, replication, and backup, data redundancy is 

created. To eliminate this risk and protect user privacy, it is important to implement a data destruction policy. 

We came up with a lease-based way to attain high degrees of security by comprehensively and controlledly 

destroying sensitive data and keys. 
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After the lease has expired, cleartext and keys are no longer present in the cloud for any reason. Following is an 

outline of the fundamental flow of the framework. In order to begin, companies that collect personally 

identifiable information should determine in advance which service providers will be required to access this 

data. The next step is for companies to use the local security plug-in component to submit and store encrypted 

data on a big data platform, which corresponds to the sensitive information. Secondly, in order to process the 

given data, we must utilise PRE on the big data platform. Then, in the private process space, with the help of the 

secure plug-in, the cloud platform service providers that need to communicate sensitive data can download and 

decrypt the matching data. We do this to make sure the data gets sent correctly. Finally, we employ a secure 

method to remove existing data from the cloud, even if it has been used. To sum up, the framework offers an 

effective way to protect sensitive data across its full life cycle. The data owners retain complete ownership of 

their property during this process. What follows is an explanation of the most crucial PRE algorithm, which 

employs methods for user process protection that rely on the VMM and is based on heterogeneous cipher-text 

transformation. 

 

Secure Use of Sensitive Data on VMM 

The private space of a user process based on a VMM 

Using the private area of a user process based on a virtual machine monitor (VMM) allows us to operate an 

application securely in the cloud. 

IaaS stands for infrastructure as a service, and we are going to suppose that some business, like a SESP, rents it 

in order to carry out some kind of operation. The business process cannot run on the big data platform without 

first extracting personally identifiable information. 

A sensitive process is what we refer to as the protected programme within the big data platform that is 

responsible for extracting sensitive data. Figure 3 depicts a threat model of a sensitive process that happens to be 

running on a cloud platform. The management virtual machine monitor (VMM) and the unstable operating 

system layer below it provide threats to a vulnerable process, which must be protected. Bottom hardware that is 

rented out uses the TPM mode to guarantee that the VMM can be trusted. 

In this scenario, the key management mechanism of the renter, which may be a SESP, is required to establish 

this relationship on the basis of trusting a VMM in order to guarantee safe operation despite the unreliable 

functionality of the operating system. 

 
Figure 3: Cloud platform threat model for a sensitive process. 

 

An encrypted plug-in and virtualization for service provider apps can be made to run in a private environment 

with the help of trusted computing and virtualization technologies. 

This mode eliminates the possibility of interference from third-party programmes, including the operating 

system, and safeguards the confidentiality of sensitive data. Figure 4 depicts a procedure for safe functioning of 

the system. 
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Figure 4: Safe operation process 

 

By moving the PRE ciphertext from a large data platform to a cloud platform, operations running on the cloud 

can ensure the security of data in memory and on the hard disc drive (HDD). 

To begin, the Virtual Machine Manager creates a private memory area that can be used to specify a virtual 

machine process. The operating system and other applications are unable to access the memory because the 

process is running in a private memory area. Memory isolation is a method that, when applied, guarantees the 

confidentiality and safety of data stored in memory. Furthermore, the data that is utilised and saved on the disc 

is composed of ciphertext. The Virtual Machine Manager (VMM) is accountable for decrypting or encrypting 

data while it is reading or writing data, on the other hand. Regardless of whether the user programme is now 

running in memory or is stored on disc, the Virtual Machine Manager (VMM) can be used to protect a 

combination of these two measures. This is the case regardless of whether the user programme is stored on disc 

or operates in memory. 

Secure use of system sensitive data 

By employing process protection technology based on a virtual machine monitor (VMM), we are able to 

circumvent the guest operating system and directly secure the user process's data. A trustworthy VMM layer is 

used to deploy this technology. In order to keep data secure during the whole interaction process on the cloud 

platform, you must do the following tasks. 

(1) Establishing a credible environment and channels 

The cloud platform must assess the startup programme using trusted computing technologies during the booting 

process. Cloud users, or SESPs, must ensure the integrity of the VMM because of this. Users of the cloud 

should verify the VMM's reliability on their own. After the boot process is finished, the cloud server will save 

the platform configuration settings, BIOS settings, and VMM measurements to the TPM chip's Platform 

Configuration Register (PCR). The next step is for the cloud server to verify the continued existence of the trust 

connection by sending a remote verification to the user. Before securely receiving sensitive data from the big 

data platform, the SESP must establish a reliable connection with the cloud-based VMM. Figure 5 shows the 

protocol that the SESP and the cloud-hosted VMM utilise for remote attestation and hand shaking. 

 
Figure 5: illustrates the remote attestation and handshake protocol between the SESP and the VMM in the 

cloud. 
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The VMM actually handles the request on the end of the cloud server. In the first step, the SESP communicates 

with the cloud server by sending an integrality request that includes the timestamp (TS) and the SESP public 

key (PKidPKid). The second step is for the VMM to use the Secure Hash Algorithm (SHA1) to compute the 

hashed values of TS, PKid, and Ksess. The session key is then generated. The testimony (quote) is retrieved by 

the VMM using the TPM private key signature. This is accomplished by executing the TPM quote instruction 

with the hashed value and PCR as inputs. 

The certification authority (CA) certificate, Quote, and Ksess𝐾sess are sent to the other side by the VMM after 

they have encrypted them using PKidPKid. When the SESP receives this information, it checks the value of TS, 

PKid, and Ksess. All communications will be safe if the values are same. Consequently, a session key is decided 

upon by both parties involved in the interactions. Going forward, the session key will be used to encrypt 

communication on both ends. 

(2) Data upload and extraction Users in the cloud, also known as SESPs, retrieve sensitive information 

from the big data platform. We do not put our faith in the cloud. Before the SESP can use the cloud, it must 

encrypt the data and executable application that it uploads. The data upload and extraction methodology is 

illustrated in Figure 6. 

 
Figure 6: illustrates the technique for uploading and extracting the data 

 

Figure 6 illustrates the utilisation of tools by the SESP to produce an AES symmetric key and two asymmetric 

keys, namely PKappPKapp and SKappSKapp. Subsequently, the data files and executables are encrypted using 

the AES symmetric key, while the AES key itself is encrypted using the asymmetric keys and added to the 

application files. To simplify the process of decrypting data during runtime, the information obtained from the 

big data platform is saved in PRE ciphertext. During the registration process, it is necessary to specify the 

command format for the new software. Before transmitting them to the VMM, the user encrypts the following 

data: PKid (Public Key Identifier), registration command, application name, public key (PKapp), and predefined 

lease using Ksess𝑾sess (Session Key). 

Lastly, the data and executable files are uploaded to the server in the cloud with an encryption key. 

(3) Running the programme 

As seen in Figure 4, the encryption and protection of dynamic data during programme execution on the cloud 

platform is comparable to the security of process memory space [18, 19, 20, 21]. While a process is running in 

occupied memory, no other processes or operating systems are able to access it. The Virtual Machine Monitor 

(VMM) mediates communication between the user process and the operating system. When the operating 
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system copies data from the user memory region, the VMM does the actual copying instead of the OS because 

the OS does not have read/write privileges. Using the corresponding AES symmetric key, the VMM decrypts 

data after it has been copied into the process's private memory space. Because of this, regular calculations may 

be performed on the data. When data is copied from the process's private memory area to an external location, 

the VMM encrypts it using the corresponding AES symmetric key. All user data stored on disc is now in 

ciphertext. To put it simply, a user process's private domain is where the VMM decrypts data from the cloud 

user (SESP), while the security plug- in decrypts PRE data from the big data platform. 

The data is encrypted once the user process is over, and then it is deleted in accordance with the lease 

conditions. Thus, the user's private area serves as a middle ground in the security mechanism, protecting 

sensitive information while also benefiting the data owner. 

 

Conclusions 

In summary, we have suggested a structured framework for the secure exchange of sensitive data on big data 

platforms. The Private Space of user processes that are based on the VMM is guaranteed the secure use of plain 

text in the cloud platform by this framework. It also guarantees the secure submission and storage of sensitive 

data through the heterogeneous proxy re-encryption algorithm. The confidentiality of users' sensitive data is 

safeguarded to an exceptional extent by the proposed framework. Simultaneously, the data owners maintain 

complete control over their own data, a viable approach to reconcile the interests of the numerous parties 

engaged in the situation in the context of semi-trust. We will enhance the efficacy of encryption by optimising 

the heterogeneous proxy re- encryption algorithm in the future. Additional improvements will be implemented. 

Furthermore, an additional substantial endeavour that will be implemented in the future is the reduction of the 

overhead associated with the interaction between the numerous parties. 
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