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Abstract As a construction material, concrete is employed to resist compressive stresses. Compressive strength 

of concrete is one of the most important and useful properties in structures. The classical method of testing the 

compressive strength by crushing specimens in the compressive testing machine to obtain the compressive 

strength is quite expensive, destructive, and time-consuming. This study uncovers the possibility of using 

machine learning techniques on huge dataset of earlier experiments to estimate the concrete compressive 

strengths with very good results. Linear Regression, K-Nearest Neighbor, Decision Trees and Random Forests 

were used in the validation and performances. Random Forest Regressor got the lowest root mean squared error 

of 5.45 and the highest R
2
 value of 89%, hence the best algorithm for this estimation. With this approach, the 

estimation of the compressive strength is done almost instantaneously, and inexpensive. This research opens up 

the possibility of deriving an inverse regression procedure for cost optimization of the materials when given a 

target Concrete Compressive Strength. 
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1. Introduction 

Concrete mixtures can be designed to provide a wide range of mechanical and durability properties to meet the 

design requirements of a structure. The compressive strength of concrete is the most common performance 

attribute used by the engineer when designing structures. The strengths of structures in engineering are linked to 

the inherent strength of the materials used. The use of substandard materials, particularly low-quality concrete, 

has been identified in literature as the leading cause of structure collapse [1]. It is therefore eminent to know the 

concrete compressive strength of the mixture at all costs. 

It is quite expensive and time consuming, though worthwhile, to genuinely obtain the approximate concrete 

compressive strength in constructions. The steps for a complete compressive strength test include making the 

specimen at the site, site-curing the specimen, transporting the specimen to the laboratory, curing the specimen 

in the laboratory for at least 28 days, preparing the ends of the specimen for test, and finally loading the 

specimen to failure to determine the compressive strength [2]. If any of these steps are performed incorrectly, 

the result is incorrect and misleading.  

Cement is one of the construction materials widely used around the world in order to develop infrastructure, and 

the production of this cement consumes a lot of raw materials like limestone, which releases CO2 into the 

atmosphere thus leads to global warming. Studies are pointing to alternative material mixtures of cement, blast 

furnace slag, fly ash, water, superplasticizer, coarse aggregate, fine aggregate, and curing processes (Age) to 

yield even better concrete compressive strength in infrastructure [3]. The computation of the concrete 

compressive strength in a multivariate objective problem requires accurate and precise intelligence. With 

advances in technology, especially in the area of Artificial Intelligence (AI) and powerful multiprocessing 
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technologies, many such complex problems with complicated tasks that require human-like intelligence and 

intuition could be more accurately and precisely solved by intelligent artifacts [4-5]. 

Concrete producers and construction companies are interested in improving the sustainability of concrete, 

including reducing its CO2 emissions and the costs of materials while maintaining its mechanical properties, 

workability, and durability. There is every need to establish the concrete compressive strength in the 

construction of all infrastructures. But running the concrete compressive strength test takes time and a huge cost 

[6]. From the big data acquired from records of previous experiments, engineers can use the analysis to project 

the concrete compressive strengths of designs and implementations of structures. More so, proper analysis of 

concrete compressive strength can help in the optimal estimation of the costs of construction of the 

infrastructure. 

In this study, the researcher aims at developing an Artificial Intelligent System that estimates the concrete 

compressive strength of any material mixture of cement, blast furnace slag, fly ash, water, superplasticizer, 

coarse aggregate, fine aggregate, and curing processes (Age). 

 

1.1. Contribution 

The study will indicate the following contribution to knowledge: - 

Correlations between the concrete compressive strength and the component composition of the concrete. 

The organization of this project is as follows. Section 1 covers the introduction in the view of statement of the 

problem, aim of the study, and the contributions this study proffers. Section 2 overviews the various 

contributions from other researchers on Concrete Compressive Strength and Machine Learning. Section 3 shows 

the proposed layout of the solution pattern of the project. Section 4 presents the results of the simulations on 

implementation. Section 5 discusses the results and subsequently recommendations are made. For more 

readability, Table 1 provides a summary of the used abbreviations and their definitions. 

Table 1: Used abbreviations and acronyms 

Abbreviations Definitions 

AI Artificial Intelligence 

ML Machine Learning 

SVM Support Vector Machine 

ANN Artificial Neural Network 

MPa Megapascal 

MSE Mean Squared Error 

CSV Comma-Separated Values 

RMSE Root Mean Squared Error 

MAE Mean Absolute Error 

UPV Ultrasonic Pulse Velocity 

RH Rebound Hammer 

NS Nano-Silica 

MS Micro-Silica 

2. Review of Related Literature 

Compressive strength of concrete is essential for concrete structure utilization and is the main feature of its 

safety and durability. Concrete mix design is a complex and multistage process in which we try to find the best 

composition of ingredients to create good performing concrete that is economical. Because the high cost and 

time-consuming process of experimental determination of compressive strength of concrete, machine learning is 

gaining significant attention and future estimations for this technology are even more promising [7]. And 

employing machine learning approaches instead of traditional experimental models that requires a high degree 

of engineering expertise makes it possible to develop better understanding of the compressive strength of 

concrete [8]. 

In a comparative analysis of concrete compressive strength using techniques of Decision Tree model, Random 

Forest model, and Artificial Neural Network, it is inferred that the Artificial Neural Network model predicts 

with high accuracy for compressive strength of concrete [9]. 



Caleb NN et al                                               Journal of Scientific and Engineering Research, 2021, 8(7):18-26 

 

Journal of Scientific and Engineering Research 

20 

 

Many studies have evaluated the effects of additives such as nano-silica (NS), micro-silica (MS) and polymer 

fibers on optimizing the mechanical properties of concrete, such as compressive strength. Nowadays, with 

progress in cement industry, it has become possible to produce cement type I with strength classes of 32.5, 42.5, 

and 52.5 MPa. The microstructure of cement has changed, and modified by NS, MS, and polymers; therefore, it 

is very important to determine the optimal percentage of each additives for those cement strength classes [10]. 

According to Ju [11], estimating the concrete compressive strength of high strength concrete (HSC) is an 

essential investigation for the maintenance of nuclear power plant (NPP) structures. This involves evaluating the 

compressive strength of HSC using two approaches: non-destructive tests and concrete core strength. For non-

destructive tests, samples of HSC were mixed to a specified design strength of 40, 60 and 100 MPa. Based on a 

dual regression relation between ultrasonic pulse velocity (UPV)and rebound hammer (RH) measurements, an 

estimation expression is developed, and this can be subsequently used to estimate other combinations. 

Cost optimization of concrete structures is the starkest quality in the design of infrastructures. Mahzuz [12] 

suggested that the designs of concrete structures should be based on cost minimization rather than weight 

minimization. It was concluded that there is a real demand to perform research on cost optimization, especially 

for large structures with many members where optimization can result in significant savings. Reduction in the 

cost of construction is a major desire of most construction companies [13-14]. According to Madhusudanan & 

Amirtham [15], building materials constitute about 60%-70% of the total cost of construction, and so reducing 

these costs of building materials will significantly reduce the total cost of construction. The introduction of 

industrial wastes such as Copper slag, Phospogypsum and Fly ash, when used as supplements for sand and 

coarse aggregate in building materials, reduces the cost of construction considerably. Our focus is the cost 

optimization of the mix ratio of the building materials [16], [17]. 

3. Materials and Methods 

3.1. Nature of the Dataset 

In this study, the dataset for analysis of obtained in raw form (not scaled) from UCL Machine Learning 

Repository. https://archive.ics.uci.edu/ml/datasets/Concrete+Compressive+Strength. The Exploratory Data 

Analysis of the data is considered at the design stage in Section 3 of the project. 

 

Concrete Compressive Strength Dataset  

Data Type: multivariate 

Concrete is the most important material in civil engineering. The concrete compressive strength is a highly 

nonlinear function of age and ingredients. These ingredients include cement, blast furnace slag, fly ash, water, 

superplasticizer, coarse aggregate, and fine aggregate. 

 

Data Characteristics: 

The actual concrete compressive strength (MPa) for a given mixture under a specific age (days) was determined 

from laboratory. Data is in raw form (not scaled).  

 

Summary Statistics:  

Number of instances (observations): 1030 

Number of Attributes: 9 

Attribute breakdown: 8 quantitative input variables, and 1 quantitative output variable 

Missing Attribute Values: None 

 

Variable Information: 

Given is the variable name, variable type, the measurement unit and a brief description. The concrete 

compressive strength is the regression problem. The order of this listing corresponds to the order of numerals 

along the rows of the database. Table 2 presents information about the variables as captured in Comma 

Separated Value (CSV).  

 

https://archive.ics.uci.edu/ml/datasets/Concrete+Compressive+Strength
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Table 2: Variable descriptions 

Name Data type Measurement Unit Description 

Cement (component 1) Quantitative kg in a m
3
 mixture Input Variable 

Blast Furnace Slag (component 2) Quantitative kg in a m
3
 mixture Input Variable 

Fly Ash (component 3) Quantitative kg in a m
3
 mixture Input Variable 

Water (component 4) Quantitative kg in a m
3
 mixture Input Variable 

Superplasticizer (component 5) Quantitative kg in a m
3
 mixture Input Variable 

Coarse Aggregate (component 6) Quantitative kg in a m
3
 mixture Input Variable 

Fine Aggregate (component 7) Quantitative kg in a m
3
 mixture Input Variable 

Age  Quantitative Day (1~365) Input Variable 

Concrete compressive strength Quantitative MPa Output Variable 

 

3.2. Performance Metrics 

Among the various metrics used to evaluate the results of the prediction which include Mean Squared Error 

(MSE), Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), R² (Coefficient of Determination), 

and Adjusted R²; Coefficient of Determination or R² best fits the analysis of compressive strength as the metric 

helps us to compare our current model with a constant baseline from the dataset. R
2
 is given by: - 

 
Where MSE is the Mean Squared Error. 

 

3.3. Procedure 

The approach in this study is to use Machine Learning principles of Exploratory Data Analysis, Data 

Processing, Model Building, Training, Validating, and Testing, and then Prediction. 

 

3.3.1. Exploratory Data Analysis 

Visualizing the dataset speaks volumes about the dataset, and also suggests correlations between features and 

points out missing values in the dataset. As depicted in fig. 1, the probability distribution is largely symmetric 

and so it does not bring certain philosophical complexity to the very process of estimating a typical-value for the 

distribution. A summary of the variables in the compressive strength experiments is shown in fig. 2. Each 

variable (feature) relates with one another as indicated in the fig. 3. In order to gain insight into the dataset and 

its underlying structure, statistical data description is carried out as shown in fig. 4. 

 
Figure 1: Distribution of Concrete Compressive Strength 

 
Figure 2: Variables summary 
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Figure 3: Correlations between variables 

 
Figure 4: Statistical Data Description 

 

4. Results & Discussion 

In this aspect of processing, efforts are put into transforming the raw data into dataset which can be processed 

by algorithmic training. This involves generating the 80% training set (Input training and their subsequent 

training labels), the 10% validation sets (Input validation set and their validation labels), and the 10% test set 

(input testing set and their actual labels). In other words, 80% of the dataset is for training, and 20% for holdout 

set (Validation and test sets). In summary, there are a total of six (6) variables from the dataset/array which will 

be used. They are: - 

 X_train  8 input features, 80% of full dataset for training of the model 

 y_train 1 output feature, 80% of full dataset for training of the model 

 X_val 8 input features, 10% of full dataset for validation of the model 

 y_val  1 output feature, 10% of full dataset for validation of the model 

 X_test  8 input features, 10% of full dataset for testing of the model 

 y_test  1 output feature, 10% of full dataset for testing of the model 

 

4.1. Model Building, Training, Validating, and Testing 

Machine Learning consists of two basic steps. The first step is to specify a template (an architecture), and the 

second step is to find the best numbers (optimal values) to fill in the template. From this point, the code here 

will also follow the same steps. These incremental learning algorithms (Support Vector Regressor, k-Nearest 

Neighbors, Decision Tree, Random Forest Regressor, and Artificial Neural Network) were built, trained, 

validated and tested accordingly. The results of these model building, training, validating, and testing with 

Linear regression model, K-Nearest Neighbors, Decision Trees model, and Random Forest regressor model are 

respectively shown in fig. 5, fig. 6, fig. 7 and fig. 8. 
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4.1.1. Building, Training, Validating, and Testing Linear Regression Model 

The approaches to solutions of Linear or Multiple Linear Regressions are basically the same. A regression 

model involving multiple variables can be represented as: - 

y = b0 + m1b1 + m2b2 + m3b3 + … + mnbn. 

 
Figure 5: Comparison between Real and predicted Compressive Strengths Using Linear Regression Model 

4.1.2. Building, Training, Validating, and Testing K-Nearest Neighbors Model 

 
Figure 6: Comparison between Real and predicted Compressive Strengths Using K-Nearest Neighbors Model  

4.1.3. Building, Training, Validating, and Testing Decision Tree Model 

 
Figure 7: Comparison between Real and predicted Compressive Strengths Using Decision Tree Model 
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4.1.4. Building, Training, Validating, and TestingRandom Forest Regressor Model 

 
Figure 8: Comparison between Real and predicted Compressive Strengths Using Random Forest Regressor Model 

 

4.2. Evaluations of the Algorithms Used 

Comparisons of the four algorithms (Linear Regression, K-Nearest Neighbors, Decision Tree, and Random 

Forest) used in the analysis of the Concrete Compressive Strength dataset can be plotted and tabulated to show 

at a glance the best option for future computations as shown in fig. 9, and summarized in Table 3. 

 

Figure 9: RMSE and R2values of the Models used 
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Table 3: Summary of Models Performances 

 RMSE R
2
 

Linear Regression Model 10.23 0.62 

K-Nearest Neighbors 8.25 0.75 

Decision Tree Regressor 6.91 0.83 

Random Forest Regressor 5.45 0.89 

5. Conclusion and Recommendation 

Putting all the results together, it is obvious that the four algorithms used perform good at predicting the 

Concrete Compressive Strength of structures at various error values. We processed the Compressive Strength 

Data and used Machine Learning approach to estimate the Compressive Strength of Concrete. We have used 

Multiple Linear Regression, K-Nearest Neighbor, Decision Trees and Random Forests to make predictions and 

compared their performances. Random Forest Regressor has the lowest RMSE of 5.45 and the highest R
2
 value 

of 89% is the best choice out of the four algorithms for this problem. This research opens up the possibility of 

deriving an inverse regression procedure for cost optimization of the materials when given a target Concrete 

Compressive Strength. 
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