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Abstract Machine learning (ML) is about learning some properties of a data set and applying them to new data. 

It refers to the automated detection of meaningful patterns in a given data.    

Automated machine learning is the process of automating the process of applying machine learning to real-

world problems. It provides means for making ML available for non-ML experts. It also offers the advantages of 

making application of ML easier for non-experts, producing faster creation of solutions, and yielding models 

that outperform models designed by hand. This paper presents an introduction to the fast-moving field of 

automated machine learning. 
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Introduction 

Today, we witness an exponential growth in the amount of data generated by various kinds of systems and 

devices. Many companies and organizations have realized that data analysis is a powerful tool. A crucial step in 

the data analysis process is the construction and training of a machine learning model [1]. Machine learning 

techniques and algorithms are playing a crucial role in harnessing the power of massive amounts of data 

produced daily. 

Machine learning is an emerging technology that can facilitate discovery of rules and patterns in a data set. It is 

the process of applying scientific principles and algorithms to data so that it can be automated to make 

predictions or decisions. It uses algorithms to parse data, learn from it, and draw conclusions without human 

intervention. Many industries have realized great benefits from using machine learning to increase reliability, 

productivity, and the safer operations of their machines. 

The rapid growth of ML applications has created a need for off-the-shelf ML methods that can be used easily by 

non-ML-experts. We refer to the resulting research area as automation of machine learning. Automated machine 

learning (AutoML) aims to eliminate the need for skilled data scientists to build machine learning models. It 

basically simplifies machine learning by making the entire process automated. Automated machine learning is 

regarded as the catalyst for a fundamental change in the way machine learning and data science is approached. 

 

Overview on Machine Learning 

Machine learning (ML) is the discipline that gives computers the ability to learn without being explicitly 

programmed. The term “machine learning” (ML) was initially coined in 1959 by Arthur Samuel, a computer 

scientist.  Machine learning (or statistical learning) is part of artificial intelligence. It assists computers in 

estimating future events and modelling based on experiences gained from previous information. Machine 

learning (ML) focuses on how computers “learn” from data.
 
It allows computers to learn from past examples 
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and to detect hard-to-discern patterns from large data sets.  It describes a class of algorithms which learn model 

parameters from a set of training data with the purpose of accurately predicting outcomes for previously unseen 

data.  ML is a marriage between statistics and computer science [2,3]. 

As shown in Figure 1, there are two types of learning: supervised learning and unsupervised learning [4].   

 
Figure 1: Branches of machine learning [4] 

Supervised learning focuses on classification and prediction. It involves building a statistical model for 

predicting or estimating an outcome based on one or more inputs. It is often used to estimate risk.  Supervised 

ML is where algorithms are given training data. Learning from data is used when there is no theoretical or prior 

knowledge solution, but data is available to construct an empirical solution. Supervised ML is increasingly 

being used in medicine such as in cardiac electrophysiology.  In unsupervised learning, we are interested in 

finding naturally occurring patterns within the data.  Unlike supervised learning, there is no predicted outcome. 

Unsupervised learning looks for internal structure in the data. Unsupervised learning algorithms are common in 

neural network models. A common application of such a process is to explore interrelationships between 

genetics, biochemistry, histology, and disease states.  

The traditional machine learning process typically begins with raw data and ends with a predictive model that 

can be used to make decisions. The process usually includes the following steps [5]: 

1. Data Gathering to identify and collect input data. 

2. Data Cleansing to standardize and clean the raw inputs. 

3. Feature Processing to transform the input data into formats that can be easily processed to identify 

the best predictor variables. 

4. Model Training to train the model, using a wide range of potential algorithms. 

5. Model Validation to test the model against historical data and assess its performance. 

6. Model Deployment to load the model into an environment where it can make decisions. 

The applications of machine learning are endless,  including  medicine, machine perception, computer vision, 

object recognition, natural language processing, cheminformatics, fraud detection, stock market analysis, games, 
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robotics, health monitoring.  Industrial leaders such Google, Amazon, and Microsoft are now offering numerous 

tools to enable beginners get started with building their own machine learning systems. 

 

Concept of Automatic Machine Learning 

The traditional process of manually constructing a machine learning model is very skill-intensive and time 

consuming. Therefore, applying traditional machine learning methods to real-world problems is time-

consuming, resource-intensive, and challenging. It may require experts in the several disciplines such as domain 

knowledge, data science, engineering, mathematics, statistics, and computer science and takes weeks and 

months to implement.  Automated machine learning changes this situation by incorporating ML best practices 

from top-ranked skilled data scientists. 

Automated machine learning (or autoML) is the process of automating the time consuming, iterative tasks (such 

as choosing data sources, data prep, and feature selection) of machine learning model development. Instead of 

searching algorithms and manually tuning hyperparameters, AutoML automatically iterates through various ML 

algorithms and optimizes hyperparameters.  Every machine learning system or model has hyperparameter. The 

basic task in AutoML is to automatically set these hyperparameters to optimize performance. 

The main goal of AutoML is to develop techniques for solving new machine-learning problems automatically, 

without the need for human intervention. Automated ML tends to democratize the ML model development 

process by empowering its users, regardless o the background, to identify an end-to-end machine learning 

pipeline for any problem. A typical automated machine learning is shown in Figure 2 [6]. 

 
Figure 2: A typical automated machine learning [6] 

Automated ML has emerged to minimize the design complexity of a complete ML solution, which usually 

includes data preprocessing, feature engineering, model selection and ensemble, fine-tuning of hyperparameters, 

etc. The various stages of the automated machine learning process is shown in Figure 3 [7].  These stages are 

automated [8]:  

   
Figure 3: Stages of the automated machine learning process [7]. 

 Automated feature engineering: A feature is an individual measurable property or characteristic of a 

phenomenon being observed. Feature engineering refers to the process of finding the best set of 

variables and data encoding for input to the model training process. 

 Automated model selection: To be effective in practice, AutoML systems need to automatically choose 

a good algorithm for a given data set. Given the ever increasing number of ML models being 

https://en.wikipedia.org/wiki/Feature_engineering
https://en.wikipedia.org/wiki/Model_selection
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developed, model selection is becoming increasingly important. Automating the selection has long 

been one of the goals of the machine. 

 Automatic deep transfer learning: When training models, rather than starting from scratch 

AutoML implements automatic deep transfer learning. 

Several off-the-shelf packages have been developed for automated machine learning [9]. For 

example, DataRobot claims to have invented AutoML and has a strong reputation in the market. 

 

Applications 

ML is already a powerful tool that can give your business decision-making processes a massive upgrade. The 

technology is here, it is already proving itself in the market, and it is increasingly being built with business in 

mind. 

As the name suggests, automated machine learning is machine learning practice at which human involvements 

are minimized. The user provides the data, and the AutoML system automatically determines the approach that 

performs best for this particular application. Automated machine learning makes it possible for businesses in 

every industry (such as healthcare, banking, marketing) to leverage machine learning. New ways of applying 

ML for mundane, repetitive, and complex tasks is increasing: from using ML to reply to e-mail messages 

automatically to self-driving cars and using ML for sustainable mobility. 

 

Benefits and Challenges 

AutoML are emerging approaches that are making great strides and they automatically search for possible 

solutions from a large space of possible kinds of models. It makes data science accessible to organizations and 

companies of all sizes. This helps them to easily retrieve relevant information from the huge data they possess 

and generate hundreds of models automatically. AutoML improves efficiency of ML, accelerates research on 

ML, and helps in making intelligent predictions. It makes the process of machine learning simple and 

repeatable. It enables users to implement machine learning solutions with ease and frees up data scientists to 

focus on more complex problems. AutoML compensates for the lack of ML experts. It greatly eliminates or 

reduces bias and errors that occur when a human being is designing the ML models. 

Developing an AutoML model can be an expensive task. Lack of interpretability hinders wide industry adoption 

of AutoML.  Since AutoML is fairly new in the machine learning community, one must exercise caution while 

applying the current AutoML solutions. Automated machine learning has not been able automated all tasks, 

which means that some human experts are still required to help in building ML solutions. 

 

Conclusion  

Machine learning involves using the past experience to optimize the performance of a given algorithm. ML 

algorithms facilitate computers to learn from past experience. 

It has a rapidly increasing presence across industries. The huge impact of ML on our everyday lives will 

continue to increase with the introduction of automated machine learning (AutoML), which makes it possible 

for organizations and companies of all sizes to benefit from using machine learning. AutoML model 

development is increasingly becoming an established research area. For more information on automated 

machine learning, one should consult books in [10-13]. 
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