Available online www.jsaer.com

Journal of Scientific and Engineering Research, 2020, 7(7):146-158

£ NN _ ISSN: 2394-2630
b @ ;g“%\ Research Article CODEN(USA): JSERBR
\e )

~z7

Language of Incidence matrices of X-labeled graphs

Wadhah S. Jassim

Department of Mathematics, Faculty of Science, Soran University, Soran, Erbil, Iraq

Abstract The aim of this work is to give the definition of the language of the model of incidence matrices of X-
labeled connected graphs and then the up — down language of this model. We deduced that the universal
language of the up-down language is a free group generated by the up-down language and then has length
function. Moreover the up-down language is an up-down pregroup and their universal language is isomorphic to
the universal group of the up-down pregroup of the model.
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1. Introduction

We continue to give more applications of the model of incidence matrix of X- labeled connected graph. The
basic concepts of the model of incidence matrix of X- labeled connected graph and its applications have been
given in [1-4]. This model is a new description of X- labeled connected graphs, to let us write down algorithms
and then write computer programs for those algorithms as we have done in [1-4]. Therefore we give a new
concept for this model which is called the Language of the incidence matrix of X-labeled connected graph and
their up-down language. Moreover the universal language of the up-down language, length function and the up-
down pregroup and it's universal language will be isomorphic to the universal group of the up-dowon pregroups
of the incidence matrix of X-labled connected graph. Therefore this work divides into six sections; In section
one we give an introduction, in section two we give basic definitions of graphs free groups and incidence
matrices of X-labeled connected graphs that will be use in the rest of this project. In section three we give the
definition of language of incidence matrix of X — labeled graph and it's universal language . Moreover we give
the definition of up-down language and it's universal language. In section four we define a length function on
the universal language of up-down language. In section five we give the definition of an up-down language and
it's universal. In section six we give the conclusion.

2. Basic Concepts

Let F be a group and X be a subset of F; then F is said free group on X if and only
if the following two conditions hold:

i) X generates F, ii) there is no non-trivial relation between the elements of X.

A directed graph I'is called a X- labeled graph, if each directed edge e of I is
labeled by an element x of the set X.

Let I be any X — Labeled connected graph without loops (where X ={a,b}), then in [1] we gave the

definition of incidence matrix of X — Labeled connected graph I" which is an N x M incidence matrix[Xij] :

where 1<i<n1< j<m)with x; entries such that
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x ifv,=i(e;) and e lables xe X
X; = Oifv, is  notincident  with e,
xtifv,= r(e;) and e, labeles x e X

N.B. i) Incidence matrices of X — Labeled graphs I" will be denoted by M ().

ii) If X ={a,b} and the X — Labeled connected graph T" has loops with labeling a or b, then choose a mid

point on all edges labeled a or b to make all of them two edges labeled aa or bb respectively .
iii) in the rest of this work we will assume that all X —
Labeled graphs I' are without loops.

Now let M, (I")be an nxm incidence matrix [x;] of X — Labeled graph I and let I; and C; be a row
and a columnin M (') respectively. If X;; isanon—zero entry in the row I, then I; is called an incidence

row with the column C; at the non — zero entry X € X U X and if X;; € X, then the row T; is called

the starting row ( denoted by S(Cj )) of the column C;and the row I; is called the ending row ( denoted by
e(c;) ) of the column c; if X; € X . If the rows I, and T, are incidence with column C; at the non —

zero entries Xij and X respectively, then we say that the rows I; and r, are adjacent. If C j and C are two

distinct columns in My (I") such that the row r; is incidence with the columns C; and C,, at the non — zero

entries Xij and X;, respectively (where Xij» Xp € Xu Xfl), then we say that C; and C, are adjacent
columns. For each column c there is an inverse column denoted by C such that S(C) = e(c),e(C) = s(C) and
c=c.

A scale in M, (I') is a finite sequence of form S =r,,¢;*,r,,C5%,...,_;,Cc5, I, where K >1,
e=7F, s(c;’)=r; , and e(c]')=r,,, =5(C;,))1< j<k-1. The starting row of a scale
S=r,c*,r,,C%,...,N_;,C’, I, is the starting row I, of the column C; and the ending row of the scale S
is the ending row I, of the column C, , and we say that S is a scale from I} to I, and S is a scale of length k
for 1< j<k—2.1f S(S)=¢(S), then the scale is called closed scale. If the scale S is reduced and closed ,
then S is called a circuit or a cycle. Two rows I; and r, in M (I) are called connected if there is a scale S
in M, (I') containing r, andr, . More over M (") is called connected if any two rows I, and r, in
M, (I") are connected by a scale S. If M (I") is a connected and without any closed scale, then M, (I') is
called a tree incidence matrix of X — Labeled graph I'. Let € be a subgraph of T, then M, (€2)is called a
sub incidence matrix of M, (I"), if the set of rows and columns of M, (€2) are subsets of M, (I') and if
cisacolumnin M, (A), then s(C),e(C) andC have the same meaning in M, (") asthey doin M, ().
A component of M, (') is a maximal connected sub incidence matrix of M, (I'). If M, (Q) is a sub
incidence matrix of M, (I"), and every two rows r; and r, in M, (") are joined by at least one scale S in
M, (Q), then M (€Q)is called spanning incidence matrix of M, (I') and M, () is called spanning
tree of M, (I') if M (€QQ) is spanning and tree incidence matrix. The inverse of M, (I)is incidence

matrix of X ' - labeled graph T,
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Lemma 2.1[4]: If I'is a connected X- Labeled graph, then M, (I")is a connected incident matrix of X-
Labeled graphI".
Definition 2.2. Let M, (I") be an incidence Matrix of X- labeled graphl". If M, (I") does not contain any

row I, with non zero entries X; and X, in X U X ™ such that x; = X, , then M, (I') is called a folded
incidence matrix of X — Labeled graphs I". Otherwise it is called non- folded incidence matrix of X-labeled
graph.

Lemma 2.3. If I"is a folded X- Labeled graph, then M (") is a folded incident matrix of X-Labeled graph.
Proof. See [4].

3. Language of Incidence matrices of X-labeled connected graphs

In this section we will give the definition of language of Incidence matrix of X-labeled graphs, the up — down
language of the incidence matrix of X- labeled graph. Moreover we give the incidence matrix of the universal
language of the up-down language .

Definition 3.1: Let M, (I") be a folded incidence matrix of X-labeled connected graph .
The directed incidence matrix of X-labeled connected graphI” can be construct as follows,
i) choose a base row '™ =1;;

ii) choose a maximal tree incidence matrix of X- labeled connected graph

M, (T)from M, (')

iii) make the direction of all columns of M, (T) be away from the base rowr “ =, that if the direction of a
column ¢ in M (T) is down, then make it up ¢ " with non-zero entry X;1 at the starting row I, = S(C’l) :
X, € X suchthat s(c™) =x"*, e(c™) = x;

iv) the direction of all columns ¢ € M, (I')/ M, (T) beasin M, ("), away from the base row " =1r,.
Note: i) the directed incidence matrix of X-labeled graphs M X (T") with respect to the base row r* = ris
denoted by M, (T, r").

ii)let S = Cj+Cj, "Gy be an up reduce scale in M (T, r*) with non — zero entries

=+, X.. , where X

Cj it

e X uUX™ t=12,---,n, then the non — zero entries ch JXo e Xe
1

i2 Cin

of the up reduce scale S is called the up reduced word of type S.

Therefore choose U to be the set of all up reduced words W = Xe, ¢,

KXo, X, of type SinM, (I',r") with

1

non-zero entries X, € X U X “Land starting at the base row " =, .

Now IetW=Xcj Xe, X, be the up reduced word of type S inM, (I',r”) with non-zero entries
1 2 n

X, € X U X starting at the base rowr” = r,inM, (I',r*). Since M, (I',r") is a finite incidence

matrix of X-labeled graphI’, so all up reduced words U = ch .ch -+X, oftypeSinM, (T, r*) with non-
2 n

1 Cj

zero entries ch e X U X ™ are finite sequences of columns directed away from the base row r* = I, such
that the rows of the up reduced scale Sare r* =1,,r,, -,

n:

Note: the column C;, and the non-zero entry XCj will be denote by C, and X, respectively.
t
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Therefore a word of type S in M (T)is a word of form u = X, Xg, +* X, » where X, is the non- zero entry

of the starting row I, of the column C; ,i.e. X, =5(C; ),
It

X, eXuX™t and t=12,---,n . Therefore every word U =Xy Xg -+~ X, must be reduced in

M, (T,r").

Definition 3.2. Let S=¢, ,C; ,*+,C; and S'=c’ ,c" ,---,C" be up-reduced scales in M, (I',r")such
2 Iz In 12 12 In
that both of them starting at I'" = ryand let U= X, X, -*-X, and U" = X; X; ---X; be up reduced words of
types Sand S’ respectively, where n < m. If C; = C'j and X, = Xé,, , for 1< j < n, then the word u is said
] ]

to be the initial subword of the wordu’, and denoted by u < u’.

Definition3.3. Let S = Cj2 ,Cjz ""’Cjn be an up reduced scale in M X (F, r*), then S is called a maximal up
reduced scalein M, (T',r")if e(S) =e(c; ) =1, is maximal rowin M, (', r").

Definition 3.4. The up reduced word U = Xe X, = X, of type S is said to be a maximal up reduced word in
M, (T,r")if e(u) =e(c; ) = X, isamaximal row I, at the non- zero entry X, in My (T, r").
Definition 3.5. Let U = X_ X_ ---X. be an up reduced word of type S in M, (T, r")and let X, be the non
zero entry of the starting row r, =s(c; ) of the column ¢; in M, (I',r")/M, (T,r"), such that
s(c; ) =e(c; ), then we define the set

u- ={ux, ;ueU,ux, eUifc; M, (T,r*) and ux, ~eUif

C; €M, (T7,r")/ M, (T, r")with non-zero entry X, € XUX -

Note: i) Itis clear thatU < U™ < S(X) the set of all reduced word generated by X ={a,b}.

ii) in the rest of this work we will denote the column C; and the non-zero entry Xe, of

the starting row I, = S(Cjn ) of the column Ci. by C,and X, respectively.

Definition 3.6. Let U" and V" be any two up reduced words of types S in U *, then we
say thatu™ < V" | if U”isan up subword of V", U™ < V", if U"is an up proper subword of V" and U* =~ V" if
u®<v'and V" <u”.

Lemma 3.7. The relation =~ defined above is an equivalence relation.
Proof: By direct calculations the result follows.m

Lemma 3.8. LetU " be defined as above, then U * has exactly one up reduced word of type S of each element in
U " under the equivalence relation ~ defined above.

Proof. Let U"and V" be any two elementsin U™, sou™ = ux_ and V" = vx/, and suppose that U" =~ V"
Since U™ < S(X), so each up reduced word of type S is unique inU ™, ux, <vx[, and vx. <uUXx..Hence

U=V,X, =X.and c=C’. Therefore U" =V" .m
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Lemma 3.9. The elements of the set U * form a tree like incidence matrix of X-labeled graph like, that if U”,

V" and W" are any elements in U", such that U* <w"and V' <W", then U" <V or V" <U". Moreover
the relation = is transitive.

Proof: Let U", V" and W™ be any up reduced words of types S in U, sou” =ux,, v° =vx, and
w* =wx/,. Since U <W"and V" <W", so either U", V" are both of them in U or one of them is not in U .
Ifu, vieUsou <vViorvi<u . 1fu” gUor viegU, thenu” W or V' *W" respectively.

Therefore in both cases we get that V° < U”or U™ <V’ respectively. By the definition of the equivalence
relation =~ we get that = is transitive relation.m

Note: i) the up reduced words of types S in U " form a partially ordered tree incidence matrix of X- labeled
connected graph with base row r* =1, =[1]. Itis denoted by M 5 (T ", r"). Itis clear that U U " and then

M, (Tr) S M (),

ii) since each up reduced word of type S in M X (T*, r*) is unique and the relation = defined above is an
equivalence relation, so each class is denoted by u” =[ux.]. Therefore the tree incidence matrix
My (T7,r™) will be construct as below;

i) Let the rows of M (T ", r") be the equivalence classes U” = [ux, ]of the set U™ and let the base row be
theclassr™ =r, =[e];

ii) Join two rows r =u” =[ux.] and r’ =v" =[vx/]byacolumn ¢’ with non-zero entries X. and X,
suchthat X, € X U X ™, if U < V" andu”,v" = U"x. are of heights n—21and N respectively, such that

Xé is the non-zero entry of the starting row I = U” of the column C.

Definition 3.10. For any two reduced words U* =[ux_.], W" =[wx_ ] of types S associated with two rows
I, and r; respectively in M (T ", r"), then we say that U™ = W™ if and only if u” = ux, & U and

w* =wx[, €U, suchthat e(C) =e(c’)in M, (T',r").

Lemma 3.11. If u™ =[ux,], w* =[wx/,] are defined as above in M (T",r"), then U™ = W" if and only
if u".W" forms acyclein M, (T, r").
Proof: U" =W ifand onlyif u” =ux, €U and W* =wx, eU , such that e(c) =e(c")in M, (I',r")

if and only if U*.w"~ formsa cycle in M «([O,r7).m

Lemma 3.12. The relation = defined above is an equivalence relation .
Proof: Itis clear that = is an equivalence relation. m

Lemma 3.13. For any reduced word U" =[ux.] of type S inM, (T",r*)/M, (T,r"), there is a unique

£

reduced word W* =[wx_] of type Sin M, (T, r") such that u*wW* isacycleand U* = W’
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Proof: Since M, (T, r") is Maximal tree incidence matrix of X-labeled connected graph I, with

X ={a, b}, so each row r associated with a reduced word W" =[wx_,] of type Sin M, (T,r")isofa
different class. Since U™ = [ux_ ] is a reduced word of type Sin M, (T",r")/M, (T,r*),so u” =[ux_]is
associated with a row r which is a terminal row of a columnc & M, (T, r™) with the labeled X, . Hence

u” = Ww" . We now suppose that there exists a n other redued word 2" =[2zx/.]in M, (T, r") such that

U* = z". Since = is an equivalence relation , so z* = W" and then Z*W*_lforms a non trivial cycle in

M, ([, r") acontradiction.m

Note: If U” = W", then the reduced word W* = [wx/, ] defined above will be denote by UX .

Definition3.14. For any two columnsCand ¢’in M, (T™,r"), we say that ¢ ~ ¢
If and only if (i) Cand c"have the same non-zero entrices , (ii) i(C) ~ i(C’) andt(c) = t(c’).

Lemma3.15. The relation ~ defined above is an equivalence relation.m

Lemma3.16. M, (T ", r") has exactly one column of each column class under the relation ~ .

Proof. Let Cand c'be any two columnsin M, (T ", r"), suchthat c ~ .

Since M, (T, r") has exactly one row of each row class under the relation ~, so Cand c’are not in
M, (T,r") . Therefore either C and ¢’ are in M, (T",r*)/M, (T,r") or one of them in
M, (T*,r*)/M, (T,r")and the otherin M, (T, r").

Case 1.if Cand c'areinM, (T, r*)/M, (T,r"), theni(c) = i(c").But i(c),i(c")arein M, (T,r"),
hence i(C) =i(c"), t(c) =t(c)and X, =X, , otherwise we get an unfolded incidence matrices of X-

labeled core graph. Hence ¢ =cC'.
Case 2. If ce M, (T, r")/M,(T,r')and c'e M, (T,r"), then i(c)=i(c’), t(c) =t(c’) and

X, = X, . Moreover i(C),i(c") and t(c’)are in M, (T,r"). Hence i(c) =i(c"), X, =X, , and then

M, (T",r")is an unfolded incidence matrices of X-labeled connected graph Which is a contradiction. Hence
c=cC'm

Lemma 3.17. If u” =[ux_ Jand v* =[vx_]are two reduced words of types S in M, (T",r"), such that
[ux ] <[vx.Jand [ux.]=[vx.], then v' =[vx.]& M, (T,r")and X, is a non-zero entry of initial row
ofacolumn ¢" ¢ M, (T,r")and X, is anon -zero entry of initial row of a column ce M, (T,r").

Proof. The proof will be by contradiction. Therefore suppose that V" =[vx,]e€ M, (T,r") . Since
[ux.]=[vx.], so. Since [ux,]<[vx.], so [ux,].[vX.] ‘forms a cycle and u” =[ux.Je M, (T,r").
Hence U™ =[ux ]Jand v =[vx.]are both in M, (T,r") and form a cycle a contradiction. Therefore
V=[x, ]eM,(Tr")/M,(T,r*) , X, is a non-zero entry of initial row of a column

c'gM, (T,r") and X, isanon -zero entry of initial row of acolumn c e M, (T,r"). m
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Corollary 3.18. If u” =[ux_]Jand v* =[vx,] are two reduced words of type S in M, (T,r"), such that

u” <Vv" andthenv" =[vx.] isanon —zero entry of a reduced word of type S notin M, (T,r").
Proof. By above lemma 3.17 the result follows. m

Lemma 3.19. Let U" = X_ X

¢ Xc, "+ X, be areduced word of type SinM, (T, r'*), with non-zero entries X,

in X={a,b}, n>1. If u"=x_X, ---X, is a reduced word of type S in M, (T,r") , then

€17 C Cn

VT =X X, -+ X, isareduced word of type Sin M, (T, r") .(where X means X, , i=12,---,n).

Cn_

Proof: Since V" =X, X, ++*X. is a subword of type S in M, (T,r") and £(v") </(u”) sov™ <u’.

Cn

Since V™ =X, X, +--X, s a reduced word of type SinM, (T,r"), so V' =X, X, -+-X, is a reduced

Cn_ Ch

word of type Sin M, (T,r")and thenin U. m

Definition3.20: Let M, (I",r ") be a directed incidence matrix of X-labeled connected graph I' with the base
rowr” of M, ([, r"). The language of M, (T, r") with respect to the base row r” is the set of all reduced

words of type S which are starting and ending at the row I "
Note: The language of M, (", r™) with respect to the row r “is denoted by L(M , (T,r*)) The following
example is the incidence matrix of the X-labeled connected graph in Fig. 3 in [5] page 614.

el eZ e3
r a 0 b
r, a‘ ¢ b?
r, 0 c¢c' O

Fig.1. the incidence matrix of the X-labeled graph that in Fig. 3 in [llya] page 614.
Therefore the Language of the directed Incidence matrix of X-labeled connected graph L(M, (I',r"))is the

set of all non-zero reduced words of type S at rows I, I, and T;.

Definition 3.21: IfuX, is a reduced word of type S in M (I'*,r*) and E is a reduced word of type S in
* —-1 . . - *
M, (T,r”), such that ux,ux, is a cycle starting and ending at the row r” =1, ,. Then the set

* —-1 - . * .
TU¢ ={ux.ux, ;Uis areduced word of type Sin M, (T,r") }is called the set of up-down languages of

type S in M, ([, r").It's denoted by [(TUI,I’*). Therefore MX[(TUI,F*) is called the directed

incidence matrix of the up-down language of X- labeled connected graph.

Definition 3.22. For any two elements U*,v"in M, L(TUI,I‘*) , such that u” =ux,ux,  and
* —— 1 ERREI . * ok oL
V' =VX, VX, ,thenwe saythat U".V" is defined , whenever U".V" =u'X_V'X/ V'X],  is of form up-down

language of the directed incidence matrix of X- labeled graph in reduced form. It's denoted by U“V"and then
uvt eL("U;,r).
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Note: Since the product of the elements of [(TU 1»T")is a partially product, so [(TU 1»T") isnotagroup in
general.

Theorem 3.23. If UX, is a reduced word of type S in M (T*,r*) and @ is a reduced word of type S in
M, (T,r") : such that u” =UXCK_16MXE(TULF*) : Let
U(E(TUI, rv))={u, u,.---ur;u’ e [(¢U1,r*),1£ I < n}be the set of all reduced words of up-down
languages in [(TUI ,r™), then U ([(TU¢ ,I™))is a group generated by [(TUI, rv.

Proof. It is easy to show that U ([(TUi ,F"))is a group.

We now show that the group U ([(TUI ,I™)) generates by E(TUI, rv.

Let X =X, .X, -+, be a reduced word inU([(TUI,r*)) starting and ending at the base rowr” =r,

with non- zero entries X, € X U X t1<i<n.

if U u,.---.u-

Now, for each element of type SinM, (T,r") starting at " =, such that Uj,, =u

IR

X
j

. . T /T * * * -1 - * .
is a reduced up-down scales in M, (L("U[,r")), where u; =UjX UjX, , 1< j<nand ujin
M (LCU rr))foralljl<j<n.

* ok * -1 -1 -1 -1
Hence Uy U -~Uy = UpXg UpXe  UpXo UpXo  UgX UgXe oonl X U X

-1 -1 -1 -1 -1
= U X U e UpXe Xo UpXe  UpXo Xo UgXe el g Xe o U X X U X

N-1"Cy1 " Cpy

-1

_ -1
= Uy X X .ooe X U

n+l-"

= Uy X X, X, XKoo X UpXe
since e(u)=r"=r=1 ,e(c,)=r"=r, = e(u,x. ) and s(c,)=r, =s(u,x,)=s(u,) so the
maximal common reduced word of type S between U, and C; is r =r,, and also the maximal common
reduced word of type S between C; and U, is r*=r, . Therefore U, =1and U, =1. Hence

X =U,.U,.---.U" is a reduced word generated by the set of all up-down laguages M , (E(TUI,r*)) of

n
incidence matrix of X-labeled graphm

Note: M, (U(E(TUI ,I™)))is called the directed incidence matrix of the universal language of the up —

down languages in E(TU 1+ 1) of X- labeled graph.

Lemma 3.24. If X =U; .Uj.---.U

, is areduced word of the universal language of the up — down languages in

I\/IX(([(TUI,I’*))) of type S in M, (T,r*)and X, € X UX™ is a non zero entry of column ¢ in
M, (L("U;, 1)), then

. o
(iyux,ux, =e ifandonlyif ux, € M, (T,r") (ii)u=ux, x;* .

Proof: Since M (T, r™) has exactly one row of each row class, so UX, isthe only reduced word of type S of

—-1 T * * —-1 .
the row rin M, (T, r"), such that UX_ux, isacycleinM (L(TUi,r )).so UX.Ux, =e ifand only
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if ux,ux, is the trivial cycle in M, (L("UJ,r")) if and only if ux, =ux, if and only if
ux, e M, (T,r").

ii) Since UX_ € M, (T”,r*)andux, € M, (T,r"), so UX_X_"is an up - down reduced subword of type S

of the reduced word Ux_X;"u " of type S in M, ([(TUj,r*)), such thatt(ux, x_") = t(u), therefore u is

the unique reduced word of type S inM, (T,r"), such that @Xc"lu"lis a cycle in M ([(TUj,r*)).

Hence u = UX, XC’1 N |

Lemma 3.25. If UX_and VX, are two reduced words of types Sin M, (T ", r")/M ,(T,r"), then either (i)

-1
X UX, VX, =einwhichcase V=UX,, X, = Xc’l and U =VX, or

(i) X, (ux_) VX, is a reduced word of type S of length at least 2 such that S(X, (UX,) VX, ) = S(X,) and

e(x, (ux,) v, ) =e(x,).

Proof: Since UX.and VX are two reduced words of types Sin M, (T*,r")/M, (T,r*) and X and X
are the non-zero entries of columns C and C' respectively. Therefore there are unique reduced words @ and
VX, of types S in M, (T,r") such that ux (ux,)™ and vx (vX,)™ are non-trivial cycles in

M ([(TUI, r")). Thus the maximal common reduced word of type S between @ and v is w, therefore
either

(1) UX, =W=V,(2) W=UX_, W<V, (3) W=V, or (4) W<V, W< UX_ holds.

If (1) holds, then either X X, =€, then X, = X;l, @ =V, u =V_XC,, and hence Xcﬁilvxc, =€, or
X X, # €, then X X, is a reduced word of type S and of length 2, and then X, (u_xc) ‘1vxc, is a reduced word
of type S and it is of length at least 2. Now if (2) , (3) or (4) holds, then K_lv # €, hence X, (@) ’lVXc, isa
reduced word of type S and it's of length at least 2, such that S(X, (E)‘lvxc,) = 5(C) which is the non-zero

entry X_of the column c and €(X_ (UX_) VX.) = €(C) which is the non-zero entry X_ of the column c.m

Lemma 3.26. If UX_ is a reduced word of type S inM, (T, r")/M, (T,r") then all reduced up — down
words UX, (K)’l of types S are distinct and the set of them is equal to the disjoined union of the set
L* ={UXC@71;U is a reduced word of type Sin M, (T) and X_is a non-zero entry in the starting row of
the columncin M, (T*,r*)/M, (T,r") , X, € X} and L ={(UXC@_1)_1;UXCK_1 el}.

Proof: Since UX, € M, (T",r")/M, (T,r"), X.is a non-zero entry in the starting row of the column c in

M, (T*,r*)/M, (T,r"), so by lemma 3.14 there exists a unique reduced word of type S in M, (T)such

-1 —-1 T * * . .
thatux UX, is a cycle, soUX_UX, is an element in M (L(TUV r')). Since all columns ¢ with non-zero

* * —-1 . * .. .
entries X, are distinctin M (T™)/ M (T),so all reduced words UX UX_,  of type S in L are distinct. Since

A

\"\ Journal of Scientific and Engineering Research

154



Jassim WS et al Journal of Scientific and Engineering Research, 2020, 7(7):146-158

. —1 — 1 — 1 R
L ={(ux,ux, )lux ux, L} and (ux,ux, )™ is the inverse of UX,UX, , sO
(ux, (@)’1)’l = @(UXC)’l = Exc’lu’1 is a non-trivial cycle in M ([(TUI, ")) . Hence all elements

1 . s * *—] ..
of L aredistinct, and then all elements of L™ \U L~ are distinct.m

4. Length function of universal language of the up- down language
In this section we show that the universal language MX(U(L(TUI,I’*))) of the up-down language

M ([(TUL ")) of incidence matrix of X — labeled graph has length function. Therefore we start with the

basice definition of length function of a group.
In [6] Lyndon gave the definition of integer - valed length function on a group H to be a function
¢ . H — Z satisfying the following axioms:

Al': /(e) =0, where e is the identity element of H;

A2:0(x)=¢(x"), VXeH;

Ad:if a(X,y) <a(y,z),then a(x,y)=a(X,z), VX, Y,z € H , where
2a(x,y) = £(x) + £(y) = £(xy )

We now define a length on the reduced words of M (U(E(TUI, r*))) as below.

Definition 4.1: For any reduced word g = U, .U,.---.U, of type Sin M (U([(TUI ,I"))), defines a length

n+1

0(g) = £(uyuy.--up) = Z(#C(ui—lxci_l _l)+#C(ui Xe, ) —2#C(W;_)), where

u’ = Ui X Ui X, , #C is the number of columns, X, is a non-zero entry in a column ¢;, X, € X U X -

X, =€=X, ., Vi, 1<i<n, #C(w,_,) is the number of columns in the maximal common subword W ,

-1
between U; X, ~ andU;X .

Lemma 4.2. / define a function on M, (U(E(TUI ).

Proof. Let U™ =U;.U,.---U,, V' =V;.V,.---V, be reduced words in M, (U([(TUI,r*))). Suppose

*® * * . * * -1 - .
» =V VeV Since Up =UiXo UiXe Vi = VY Ve Vi, ],

thatu™ =Vv", so U .Uj.---U"

n

. . . . . -1 -1
1<i<n,and 1< j<m,andeachclass U; isunique, so U;X, =V;Y,and UiX,  =V;y. ,n=m.

Hence #C(u™) =#C(v")and then /(U™) =/(V") .m

Theorem 4.3. / is a length functionon M (u([(TUI ).
Proof. It is clear that Al’and A2 hold. We now show that A4 holds.

*

let U =uU Uyl V=V VeV

*

n and Z =2,.72,.---.Z, ,be reduced words in

M, (U(L("U;,r"))). Then TR A I TR T VI Vk Vice ORPR ViR Vi)

m-1
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-1 —-1 .. .
Since each reduced word is unique, so U;X. U;X,  =.(V;Y. VY, ), U =V, Vi, i=12,-- ]. Then

-1 — 1
UiXe UiX,  (ViYe Vi Ye, )" =e, #C(W/,) is the number of columns in the maximal common subword

-1 . .
W, between U; ; X, andU;X. for all i =123,---, j, plus the number of columns in maximal common

—_—1 _—
subwords between U; ;X and V; Y.~ will be delete.

* * *' *—1 x—1 . %

Therefore U*v* " = Uy Uy U]V --V5 v, ™ i reduced form.

Now let W]-“ be the maximal common proper ending subword between U and V*_l.

Since £(U'V' ) = £(U) + L) —2#C(W]) and 2a(u”,VT) = UT) +AVT) —6UVTT) L so
200(u”,v7) = 2#C(w;).

. Therefore W]f is the maximal proper ending subword of U”and V".

Now suppose that 2" =z,.z,.---.2; ,
M, (U(L("U;, ")), such that e (u”,v") < a(v*,z").

We now show that x(u”,v") = a(u”,z").

u” =u;Uy.---U, and V" =V, .V,.---v, are reduced words in

Similarly 2a(v",z") = 2#C(s,), where S, is the maximal common a proper ending subword between
ending of V" and z". Since ar(u’,v") <a(v",z") , so #C(W;) <#C(s;) . Since W;, S are proper
ending subwords of V" so W] is a proper subword of S, . Since S, is a proper subword of z", so W] is a
proper subword of Z”. Hence W] is the maximal common proper ending subword between U”and z”, and
then 2#a(u”,z") =2#C(W;) . Therefore a(u”,v") =a(u”,z") and then ¢ is length function on

M, (U(L("U;, ")) =

5. Up-down Language and Pregroups

In this section we show that the up-down language is an up-down pregroup.

The definition of pregroup was given by Stallings in [7] that in 1971 as a generalizion of free product with
amilagmation. In [8] Stallings defined the up-down pregroup of free groups and show that the universal group of
up-dowm pregroup is isomorphic to free group generated by X. In [9] we proved that any group with length
function comes from an up-down pregroup.

Definition 5.1.[ 7 ]. A pregroup P consists of :
a) setP,
b) Anelement 1in P,
c)Amap P — P, denoted by X X",
d) Asubset D of Px P,
e) Amap D — P, denoted by (X, Y)— Xy,
(we shall say that xy is defined instead of (X, Y) € D),

such that the following axioms are true:
Pl:forall xe P, x1=1x=X,

L& 33
N
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P2:forall xeP, xx™*=x"x=1,
P4 :forall X,YyandzinP, ifxyand yz are defined, then X(Yyz) is defined if and only

if (Xy)z is defined in which case they are equal.

P5: Forany w, x, y and z in P, wx, xy and yz are defined in P, then wxy or xyz is
defined in P.
Hoare [10] showed that we could prove axiom P3 above by using the following proposition, P1, P2 and P4.

Proposition 5.2: If xy is defined, then (xy)y " is defined and equal to x. m

Definition 5.3 [10]: For any xe P , put L(X)={aeP:ax is defined }. We write X<V if
L(y) < L(x),x <y if L(y) < L(x) and L(x) # L(y),andx ~yif L(X) # L(Yy). Itis clear that ~ is an

equivalence relation compatible with <.
The following results are taken from Stallings [7] and Rimlinger [11]. ( See [10] for shorter proofs).

Proposition 5.4:
() If X<yory<X,then X‘ly and y_lX are defined.

(i) If xaand @'y are defined , then (xa)(a™y) is defined if and only if xy is defined in which case they are

equal. m
By using axiom P5 above (will be denoted by P5(i)) Rimlinger [11] proved conditions
P5(ii) and P5(iii) of Lemma5.5 below.

Lemma 5.5: [10] . The following conditions on elements of P are equivalent :
P(i). If wx,xy and yz are defined , then either wxy or xyz is defined .

P(ii). If X*a and a’ly are defined but X’ly isnot, then a<xand a<y.

P(iii). If X_ly is defined , then X<y or y<X.m

Therefore we will say P is a pregroup, if it satisfies axioms P1, P2. P4 and the conditions of Lemma 5.5. The
universal group of pregroup P has the following presentation < P;X.y = Xy whenever xy is

defined, for X, y,e P >.

*

Definition 5.6: For any two elements u*,v*e[(TUI,rl) , such that U" =UX_ UX

i ¢ Hif !

* 1 kok . - - . .
VE=ViYe ViYe, then we say thatU V- is definend if and only if U;X_ is a subword of v Ye, Or VY,

is a subwoed of U; X, .

Lemma 5.7: Axioms P1, P2 and P4 hold in [(TUI n).

Proof: Since U =U.X_ U.X

: : : T
X UiX, =@ ifandonly if U)X, =U;X. by lemma 3.25(i),so ee L("U[,1).
Hence P1 holds.

* *

Since e is the empty word, so e subword of any subword UpX; or UjX, , so eu"=u”=u'e
VX € [(TUI ,I,) .Hence P2 holds.
Since [(TUj,rl) is a subset of U(E(TUI, r,)) and U([(TUj,rl)) is a group, so

P4 holds. Therefor P1, P2 and P4 hold in [(TUI, r)m

We now prove P5 in the following lemma.

A
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* * * . T T * - *’l * *71 * - *71 * .
Lemma 5.8. for any u™,v",w" in L("U,r), such thatif,u”™ "W", W" "v" are defined and U™ V" is not

defined in [(TUI,rl),then W <u’and W<V’

. -1 1 . _
Proof: Let U™ =U;X, UiX, V' =V;y, Vjy, —and W' =wz, Wz, .

*_1 C - . -
Since U~ W' is defined, so either WZ .. is a subword of UX, ---(1) or
UX, is a subword of Wz, ---(2)
Since W*V" is defined, so either WZ ... is a sub word of vy_ --- (3)or

VY, isasubwordof wz. ---(4).

*_1 *® . - - - -
Since U~ V' is not defined, so neither UX is a subword of VY. nor vy, isa subword

of UX, .Therefore we have four cases.

Case 1: If relation (1) and (3) hold,

then W <U” and W <V". Therefore L(U") < L(w")and L(v*) < L(W").

Since neither UX_ is a subword of VY, nor Vy, isa subword

of uX,,so L(u") & L(v") and L(v') & L(u"). Therefore there exist a,b e [(TUwr*) , such that
aelLU)and agL(v'). Also beL(v')and be L(u").

Hence ae L(w")and a¢ L(v"),andthen L(v') = L(w").Also b e L(w")and

be L"), then L(v') = L(W").Hence W <u” and W* <V".

Other cases give us contradictions. Hence P5 holdsm

Theorem 5.9: [(TUI, ) is an up-down pregroup.
Proof: By Lemmas 5.7 and 5.8 the result follows.m

6. Conclusion

This work and the previous works that we have done in [1-4] appear the flexibility of the model of incidence
matrix of X- labeled graph. This model provides a powerful tool to write computer program for any X- labeled
graph which appears that any X-labeled graph has an up-down pregroup and length function. Moreover this
model compatible with group action on trees.
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