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Abstract One of the leading causes of death is cardiovascular disease. Identifying and predicting this disease in 

patients is the first step towards stopping their progression. We evaluated the capabilities of machine learning 

models in detecting cardiovascular disease. Our research utilizes supervised machine learning models to identify 

patients with such disease. Using an open-source dataset found on Kaggle, we conducted an exhaustive search 

of all available feature variables within the data to develop models for cardiovascular detection. Using different 

time-frames and feature sets for the data, XGBoost and RandomForest Classifiers were evaluated on the 

classification performance. We concluded a machine learned model based on examination and social history to 

provide an automated identification mechanism for patients at risk of cardiovascular diseases. The developed 

XGBoost for cardiovascular disease achieved accuracy of 0.74% while RandomForest achieved accuracy of 

0.73%. The models identified age, height, weight, gender, systolic blood pressure, diastolic blood pressure, 

cholesterol, glucose, smoking, alcohol intake and physical activity as key contributors. 
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Introduction 

The leading cause of death in the United States is cardiovascular disease. It is estimated that the overall direct 

medical cost of cardiovascular disease will rise from $273 billion in 2010 to $818 billion in 2030. A system 

dynamics model for cardiovascular disease was developed by Hirsch et al [1]. They used the model to measure 

the efficacy of different treatments. Their model however, was unable to capture the impact of heterogeneous 

populations on the efficacy of various interventions, thus restricting the generalizability of the results to other 

populations. 

There are great advantages to using data analytics in the health care system to provide insights, increase 

diagnosis, optimize outcomes, and minimize costs in the world of ever-growing data where hospitals are slowly 

implementing big data systems [2]. Efficient application of machine learning in particular, strengthens the work 

of medical professionals and improves the health care system's effectiveness. Through the success of machine 

learning models along with clinicians, major advances in diagnostic accuracy have been seen. Since then, 

machine learning models have been used in the prediction of several common diseases [3], including diabetes 

prediction [4], hypertension identification in diabetic patients, and Cardiovascular Disease (CVD) patient 

classification [5]. 

Machine learning models may be helpful in recognizing cardiovascular disease patients. Sometimes, several 

variables contribute to the detection of patients at risk for these common diseases. Machine learning techniques 

may help detect hidden patterns that might otherwise be overlooked in these variables. 
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In this paper, we use supervised machine learning models to predict cardiovascular disease. In turn, we are able 

to identify the feature of the disease which affects the prediction. The cardiovascular disease dataset found on 

Kaggle is used to train and test models for the prediction of CVD. 

 

Related Work 

Agent-based Simulation of Disease Spread Abroad Ship, suggested by Gutierrez [6]. He alluded to the 

catastrophic consequences that previous pandemics had caused. He points out that instruments that can clearly 

show the path and trajectory of the outbreak of the disease can enable the medical sector to take appropriate 

action and determine the efficacy of the precautionary measures used in the critical situation. He referred to 

previous models that displayed similar characteristics, such as the mathematical model [7] and stochastic models 

[8]. He believed that the deterministic model requires pre-existing data and that it cannot be extended to non-

existent diseases and those that are likely to cause a potential pandemic. He also states that there is no chance in 

mathematical models. He notes that he used the same principles as the previous model for modeling human 

behavior, but argues that, in comparison to the closed environment used by the author, the previous model used 

an open environment. It also argues that precautionary steps are not applied in the second model and no airborne 

pathogens are modelled in the third model. The author stated that numerous simulations were conducted to 

adjust the results of precautionary steps, the percentage of vaccinated individuals and the methods of 

transmission. He also offers tables that display the effects of adjusting each parameter for various diseases. The 

author believed that while he was effective in modeling a disease simulation specific to navy ships, he agrees to 

the degree that there is plenty of space for future work to be done in the field of epidemic multi-agent based 

systems. In order to estimate cardiovascular parameters using a multi-agent scheme, Al-Jaafreh & Al-Jumaily 

[9] proposed a combination of two separate methods: Pulse Wave Velocity (PWV), heart rate and artery 

resistance. The principles of multi-agent collaboration were used. They have observed, reducing the error 

percentage and increasing measurement accuracy of cardiovascular parameters. Mehdizadeh et al. [10] 

presented a brief survey of some biological and biomedical applications of ABMS in biomedical engineering. 

These studies are related to fields of cancer, tissue engineering, angiogenesis, lung disease, clinical, 

morphogenesis, bone and epidemiology. In order to model the process of sprouting angiogenesis (blood vessel 

formation) inside polymeric porous scaffolds used for regenerative medicine, they have developed a multi-

layered agent dependent system. Faber et al [11] simulated blood flow with the additional involvement of 

foreign bodies in capillary vessels of the human body and estimated the extent and usefulness of the data 

obtainable from such an environment. Cardiovascular flow modelled by Mabry et al [12] with a migrating agent 

method. They identified the fundamental problem of cardiovascular flow, followed by a connection using the 

SimAgent system between the model of the migrating agent and physiological processes. The agents that 

represent blood flows migrate along emanating paths from one area to another. They also addressed how 

SimAgents offer special cardiovascular simulation computing approaches. In their studies, they have used 

approaches to parallel processing. Yazdanbod & Marcus [13] have presented a 3-dimensional, interactive, 

agent-based model of the blood coagulation process within the Lindsay Composer (LC) computational 

framework, which can be used to simulate and visualize physiological processes inside the human body. 

 

Methodology 

Dataset Preprocessing 

Data mining methods and techniques for transforming raw patient records to an appropriate format for training 

and testing machine learning models are part of the first stage of the pipeline. At this stage, the raw patient data 

was extracted from the dataset of cardiovascular diseases to be interpreted in the preprocessing stage as records. 

Any undecipherable values (errors in datatypes and standard formatting) from the database have also been 

converted to null representations in the preprocessing stage. 

In the feature extraction stage, the patient records were then represented as a data frame of characteristics and a 

class mark. The characteristics are an array of patient data gathered by demographic, examination and social 

history. The class mark is a categorical attribute, represented as a binary patient classification: 0-Non-cases, 1-

Cases. For research, categorical features were encoded with numerical values. 
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Feature Selection 

We assessed the feature dependency of the models for cardiovascular disease prediction in order to build an 

accurate model based on a restricted set of available features, i.e. features that did not require excessive testing 

of patients. The study was performed based on XGBoost classifier (based on the output of the model), where an 

error rate metric was used to rank features. More precisely, feature importance scores for each decision tree are 

determined in the XGBoost model by how much the split-point(s) for each feature increases the rate of binary 

classification error. The error rate is estimated over the total amount of data as the number of misclassified data. 

 

Classification 

Answer varies for all the cardiovascular symptoms. For instance; if age = 60, height = 163, weight = 78, gender 

= male, systolic blood pressure = 143, diastolic blood pressure = 125, cholesterol = above normal, glucose = 

normal, smoking = no and alcohol intake = yes and physical activity no, then the subject was labeled as "You 

have a high chance of having a Cardiovascular Disease. Please contact a Cardiologist as soon as possible", thus 

label = 1, otherwise label = 0. 

 

Dataset 

The cardiovascular disease dataset is an open-source dataset found on Kaggle. The data consists of 70,000 

patient records (34,979 presenting with cardiovascular disease and 35,021 not presenting with cardiovascular 

disease) and contains 11 features (4 demographic, 4 examinations, and 3 social history): Age, Height, Weight, 

Gender, Systolic blood pressure, Diastolic blood pressure, Cholesterol, Glucose, Smoking, Alcohol intake and 

Physical activity. 

Table 1: Feature importance for cardiovascular disease classifier with demography, examination and social 

history. This table shows the most important features for predicting cardiovascular disease. In gender column, 

male = 1 and female = 0 

Id Age Gender Height Weight Ap_hi Ap_lo Cholesterol Gluc Smoke Alco Active Cardio Bmi 

1 62 1 155 69.0 130 80 2 2 0 0 1 0 28.720 

2 40 1 163 71.0 110 70 1 1 0 0 1 1 26.722 

3 60 1 165 70.0 120 80 1 1 0 0 1 0 25.711 

4 40 0 165 85.0 120 80 1 1 1 1 1 0 31.221 

5 64 1 155 62.0 120 80 1 1 0 0 1 0 25.806 

 

Results 

Table 2: Prediction of Bp and Bmi Level 

Id Bp_level Age_level Bmi_level 

1 high 6 Overweight 

2 normal 2 Overweight 

3 normal 6 Overweight 

4 normal 2 Obese 

5 normal 6 overweight 

 

Table 3: Compares the performance metrics of XGBoost Classifier and RandomForest 

Model Precision Recall F1-score Accuracy 

XGBoost Classifier 0.76 0.70 0.73 0.74 

RandomForest Classifier 0.75 0.70 0.72 0.73 

 

The developed XGBoost for cardiovascular disease achieved F1-score of 0.73% and accuracy of 0.74% while 

RandomForest achieved F1-score 0.72% and accuracy of 0.73%. The models identified age, height, weight, 

gender, systolic blood pressure, diastolic blood pressure, cholesterol, glucose, smoking, alcohol intake and 

physical activity as key contributors. 
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Figure 1: Prediction accuracy rate summary 

 

Conclusion 

Our research utilizes supervised machine learning models to identify patients with such disease. Using an open-

source dataset found on Kaggle, we conduct an exhaustive search of all available feature variables within the 

data to develop models for cardiovascular detection. Using different time-frames and feature sets for the data, 

XGBoost and RandomForest Classifiers were evaluated on the classification performance. We conclude 

machine learned model based on examination and social history to provide an automated identification 

mechanism for patients at risk of cardiovascular diseases. 
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