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Abstract Artificial bee colony (ABC) algorithm is a stochastic optimization algorithm based on swarm 

intelligence, which is inspired by the intelligent foraging behavior of bees. It has been proved to be a very 

effective algorithm for solving complex optimization problems. However, Basic ABC algorithm has poor 

exploitation ability and slow convergence speed. To solve these issues, an improved artificial bee colony 

algorithm is proposed in this paper. The employed bees and the onlooker bees utilize the best solution, the 

second and third best solutions of the whole population to generate candidate food source. This method can 

enhance the exploitation ability and accelerate the convergence speed. The simulation results of 10 benchmark 

functions demonstrate that the proposed algorithm is superior to the comparison algorithm on most test 

functions. 
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1. Introduction 

With the development of science and technology, the optimization problem has become more and more 

complicated. To solve these complex problems, many researchers have proposed lots of intelligent optimization 

algorithms, such as ant colony optimization (ACO) [1], particle swarm optimization (PSO) [2], grey wolf 

optimization (GWO) [3], Differential Evolution (DE) [4], artificial fish swarm algorithm (AFSA) [5]. 

Enlightened by the swarm foraging specific intelligent behavior, Karaboga proposed artificial bee colony 

algorithm [6] in 2005. ABC algorithm has many advantages compared with other intelligent optimization 

algorithm, such as less control parameters, great global optimization ability and easy of implementation. 

However, it has been shown that original ABC algorithm tends to suffer poor exploitation performance on 

complex problems [7-8]. To remedy this problem, many researchers have focused on the search rule as it 

controls the tradeoff between exploration and exploitation. Therefore, various new search strategies have been 

proposed in the literature [9-15]. 

This study presents an improved artificial bee colony algorithm. In our method, the solution search strategy 

applies the best solution, the second and third best solutions of the whole population to enhance the exploitation 

ability and accelerate the convergence speed. The new artificial bee colony algorithm is called IABC. The 

experimental results on sets of benchmark functions show that it could do well in solving complicated numerical 

optimization problems and perform better than other ABC-based algorithms. 

The rest of this paper is organized as follows. The description about the ABC algorithm is in section 2. In 

Section 3, the IABC algorithm is proposed. The experimental results are provided and discussed in Section 4. 

Finally, Section 5 concludes the paper. 

 

2. Basic artificial bee colony algorithm 

The basic ABC algorithm is a population-based meta-heuristics algorithm that mimics the foraging behavior of 

honey bee swarms. In ABC algorithm, artificial bees are made up of employed bees, onlooker bees and scout 

bees. Employed bees are in charge of exploiting available food sources and collecting the information about 
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these food sources. Then onlooker bees evaluate these information and make a decision by roulette to select 

better food sources and exploit around them. In ABC algorithm, a food source represents a possible solution of 

the optimization problem, the number of food sources and that of employed bees or onlooker bees is equal. If a 

food source is not enhanced for several runs, the employed bee becomes a scout bee and makes a random search 

for seeking a new food source. 

The ABC algorithm consists a population of food sources with size SN . For the numerical optimization 

problem, each food source consists of a D -dimensional parameter vector, which encodes the candidate 

solution, i.e., ),,,( ,2,1, Diiii xxxx  , 1,2, ,i SN  . 

At the beginning, the ABC algorithm generates an initial population of food sources randomly. The initial food 

sources are uniformly placed within the search space constrained by the predefined by lower and upper bounds 

minx  and maxx . For parameter j  in food source i , the initial value 
j

ix  is generated by 

min max min(0,1)( )j j j j

ix x rand x x                         (1) 

where 1,2, ,i SN  , Dj ,,2,1  . (0,1)rand is a random value ranging in [0,1] . 

After initialization, employed bees generate a candidate food source iv  by performing a local search around 

each food source ( 1,2, ,i SN  ) as follows: 

( )ij ij ij ij kjv x x x                               (2) 

where j  is randomly selected dimension such that },,2,1{ Dj   and k  is a randomly chosen food source 

such that },,2,1{ SNk   and k  is different from i . ij  is a random real number within the range [ 1,1] .  

Once iv  is obtained, it is evaluated and compared with ix . If the quality of iv  is better than ix , iv  will 

replace ix  in the population. Otherwise, ix  will be remained in the population. In other words, a greedy 

selection is used between ix  and iv . 

Unlike the employed bees, the onlooker bees select a food source based on the probability value iP  as follows: 

1

i
i SN

n

n

fit
P

fit





                                 (3) 

where ifit  denotes the fitness value of the solution ix . Generally, the objective function value is directly used 

as ifit  in ABC algorithm. 

After the onlooker bees choose the solutions, each one generates a new food source by Eq. (2) and the greedy 

selection is applied to select the better one from the new food source and the old one. 

At last, when a food source cannot be improved through a predetermined number of cycles, i.e., parameter limit, 

then the corresponding employed bee becomes a scout bee. The scout bee generates a new food source 

according to Eq. (1). 

 

3. Improved artificial bee colony algorithm 

According to Eq. (2), it can be seen that the coefficient ij  is a random real number within the range [ 1,1]  

and kx  is a random food source. Therefore, Eq. (2) is good at exploration but poor at exploitation. In order to 

enhance the exploitation ability, we propose an improved search strategy for employed bees and onlooker bees 

as follows: 

1, 2, 3,
( )

3

best j best j best j

ij ij ij kj

x x x
v x x

 
                       (4) 
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where 
1bestx , 

2bestx  and 
3bestx is the best solution, the second and third best solution of the population. By 

incorporating the information of best solution, the second and third best solution into the search strategy for 

onlooker bees can increase the exploitation of ABC algorithm. 

In basic ABC algorithm, the comparison of the new solution and the old solution is done by the fitness value, 

however, this method has shortcomings [7]. Thus, we use the objective function value for comparison and select 

better solution in this paper. 

The main process of IABC algorithm is given below: 

1: Set SN  and the maximum number of functions evaluations FEMax.  

2: Initialize the population of solutions ),,2,1( SNixi  , and evaluate the population  

3: While( FEMaxFE . ) 

4:  Produce new solution iv  for employed bees by using Eq.(4) and evaluate them 

5:  Apply greedy selection to determine the solution of employed bees 

6:  Calculate the probability values iP  for the solutions ix  by Eq.(3) 

7:  Produce new solution iv  for onlooker bees by using Eq.(4) and evaluate them 

8:  Apply greedy selection to determine the solution of onlooker bees 

9:  Determine the abandoned solution for the scout, if exist, and replace it with a new randomly produce 

solution ix  by Eq.(1) 

10: Memorize the best solution achieved so far 

11:End while ( FEMaxFE . ) 

 

4. Experimental Study and Discussion 

In order to investigate the effectiveness of the proposed IABC algorithm, 10 benchmark functions which have 

been widely used in many research works are employed in this paper. The definition of each function is 

presented in Table 1, where information of its mathematical formula, search range and the global optimum 

function values is included. 

Table 1: Benchmark functions used in experiments 

Function Search range Min 

2

1 1
( )

D

ii
f x x


  [-100,100] 0 

2 1 1
( ) | | | |

DD

i ii i
f x x x

 
    [-10,10] 0 

3( ) max{| |,1 }i
i

f x x i D    [-100,100] 0 

 
2

4 1
( ) 0.5

D

ii
f x x


     [-100,100] 0 

1 2 2 2

5 11
( ) [100( ) (1 ) ]

D

i i ii
f x x x x




     [-10,10] 0 

4

6 1
( ) random[0,1)

D

ii
f x ix


   [-1.28,1.28] 0 

2

7 1
( ) ( 10cos(2 ) 10)

D

i ii
f x x x


    [-5.12,5.12] 0 

2

8 1 1

1
( ) cos( ) 1

4000

DD i
ii i

x
f x x

i 
     [-600,600] 0 

2

9 1 1

1 1
( ) 20 20exp{ 0.2 } exp{ cos(2 )}

D D

i ii i
f x e x x

D D


 
       [-32,32] 0 

 

2 2

1

10 2
2

1

sin 0.5

( ) 0.5

1 0.001

D

ii

D

ii

x

f x

x





   
  







 
[-100,100] 0 
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Experiments on numerical function optimization were conducted for the proposed IABC, basic ABC algorithm 

and modified version ABC algorithms (GABC algorithm [9] and MABC algorithm [14]). For all the benchmark 

functions, the number of employed bees SN  is set as 20, limit is *SN D , the number of maximum function 

evaluations is set to 150000. For each function, 30 independent runs are carried out, where the final results are 

the average values over these independent runs. 

The mean and std (standard deviation) of searched best function values get by each algorithm are listed in Table 

2. From the Table 2 results, it is found that the compared methods have most reliably found the minimum of the 

function 3f  and 7f , ABC algorithm has the best performance for the function 5f . For the rest of the functions, 

GABC algorithm, MABC algorithm and IABC algorithm perform better than basic ABC algorithm. 

Table 2: Computational results on benchmark functions 

Fun Metric ABC GABC MABC IABC 

1f  Mean 4.93E-16 4.62E-16 9.43E-32 3.17E-56 

Std 7.98E-17 7.12E-17 6.67E-32 9.54E-56 

2f  Mean 1.31E-15 1.35E-15 2.40E-17 1.32E-37 

Std 1.54E-16 1.36E-16 9.02E-18 1.56E-37 

3f  Mean 8.37E-01 2.18E-01 1.02E+01 7.46E-03 

Std 4.72E-01 4.01E-02 1.49E+00 2.73E-03 

4f  Mean 0 0 0 0 

Std 0 0 0 0 

5f  Mean 4.32E-02 3.21E-01 6.11E-01 1.89E+00 

Std 4.51E-02 8.21E-01 4.55E-01 3.48E+00 

6f  Mean 4.85E-02 2.03E-02 3.71E-02 1.41E-02 

Std 1.29E-02 5.74E-03 8.53E-03 4.57E-03 

7f  Mean 0 0 0 0 

Std 0 0 0 0 

8f  Mean 1.78E-07 3.70E-17 0 0 

Std 8.89E-07 5.32E-17 0 0 

9f  Mean 3.55E-14 3.20E-14 4.13E-14 3.15E-14 

Std 3.62E-15 3.36E-15 2.17E-15 3.27E-15 

10f  Mean 3.18E-01 2.66E-01 2.95E-01 2.24E-01 

Std 5.19E-02 4.39E-02 3.17E-02 5.08E-02 

 

5. Conclusion 

To solve the problem of poor exploitation ability and slow convergence speed in basic artificial bee colony, an 

improved artificial bee colony algorithm was proposed in this study, called IABC algorithm. In the new 

algorithm, the employed bees and the onlooker bees utilize the best solution, the second and third best solutions 

of the whole population to enhance the exploitation ability and accelerate the convergence speed. The proposed 

IABC algorithm is compared with other ABCs on a set of 10 test functions. The comparison results demonstrate 

that the IABC algorithm was effective in getting solutions of excellent quality and smaller standard deviation for 

most of the experiments. 
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