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Abstract In this paper, a new method for generating new families of continuous distributions is proposed. The 

proposed method is easy to use and implement, more flexible, and can be used with a wide range of 

distributions. It generalizes many methods that are used to generate new families of continuous distributions. 

Moreover, it can be used to generate wrapped distributions as well as circular distributions. Some important 

examples are given in this paper to demonstrate the application of the proposed method on various standard 

distributions, including the Normal, Beta, Weibull, exponential, beta, Lindley, Rayleigh, and gamma 

distributions. 
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1. Introduction 

Looking for methods and techniques to generate new flexible probability distributions from the classical 

distributions is motivated by the need to adequately fit real lifetime data and describe its complexity. Recently, 

many methods and techniques have been proposed by many statisticians to generate and extend new families of 

univariate continuous probability models [1]. These methods include exponentiation, beta-generation, 

transmutation, etc. 

For example, Eugene et al., [2] proposed a method to generate a family of distributions called the beta-generated 

family of distributions. The authors used the beta pdf as a generator. The cdf of a beta-generated random 

variable 𝑋 is defined as 

 𝐺(𝑥) =  ‍
𝐹(𝑥)

0
𝑏(𝑡) 𝑑𝑡, (1.1) 

where 𝐹(𝑥) is the cdf of some baseline distribution and 𝑏(𝑡) is the pdf of a beta distribution with parameters 

𝛼 > 0 and 𝛽 > 0. This is, 𝑏(𝑡) is given by 

 𝑏𝛼,𝛽(𝑡) =
1

𝐵(𝛼,𝛽)
𝑡𝛼−1(1 − 𝑡)𝛽−1,    𝑡 ∈ (0,1), 𝛼 > 0, 𝛽 > 0. (1.2) 

If 𝑋 is continuous, the corresponding pdf is given by  

 𝑔𝛼,𝛽(𝑥) =
𝑓(𝑥)

𝐵(𝛼,𝛽)
𝐹𝛼−1(𝑥) 1 − 𝐹(𝑥) 𝛽−1, (1.3) 

where 𝑓(𝑥) is the pdf of the baseline distribution. 

Jones, [3] and Cordeiro and deCastro [4] extended the beta-generated family of distributions by using the 

Kumaraswamy distribution. In other words, they used the pdf 

 𝑘𝛼,𝛽(𝑡) = 𝛼𝛽𝑡𝛼−1(1 − 𝑡𝛼)𝛽−1,    𝑡 ∈ (0,1), 𝛼 > 0, 𝛽 > 0 (1.4) 

instead of the beta pdf to generate new distributions. 

The pdf of the Kumaraswamy-generated family of distributions is given by  

 𝑔𝛼,𝛽(𝑥) = 𝛼𝛽𝑓(𝑥)𝐹𝛼−1(𝑥) 1 − 𝐹𝛼(𝑥) 𝛽−1,    𝛼 > 0, 𝛽 > 0, (1.5) 

where 𝐹 is the cdf of the baseline distribution. 
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Alzaatreh et al.[5] proposed a method for generating new families of distributions by replacing the beta pdf with 

another pdf of some continuous random variable. His method includes the use of a function 𝑊(𝐹(𝑥)) that 

satisfies the following conditions. 

 
(1)    𝑊(𝐹(𝑥)) ∈ [𝑎, 𝑏],

 2 𝑊 isdifferentiableandmonotonicallynonecreasing,

 3 𝑊 𝐹 𝑥  → 𝑎 as 𝑥 → −∞ and 𝑊 𝐹 𝑥  → 𝑏as𝑥 → ∞,

  (1.6) 

where [𝑎, 𝑏] is the support of the random variable 𝑇 for −∞ ≤ 𝑎 < 𝑏 ≤ ∞. 

This method aims at developing what the authors called the 𝑇–𝑋 family of distributions. The cdf of the 𝑇–𝑋 

family of distributions is defined as 

 𝐺(𝑥) =  ‍
𝑊(𝐹(𝑥))

𝑎
𝑟(𝑡) 𝑑𝑡 = 𝑅 𝑊(𝐹(𝑥)) , (1.7) 

where 𝑅 is the cdf of the generated random variable 𝑇. 

The corresponding pdf is 

 𝑔(𝑥) =  
𝑑

𝑑𝑥
𝑊(𝐹(𝑥)) 𝑟{𝑊(𝐹(𝑥))}, (1.8) 

 

where 𝑟 is the pdf of the 𝑇. 

The conditions (1.6) imposed on the method limits its use and applicability. Our proposed method in this paper 

widens the generated family of distributions by relieving the conditions imposed on the function 𝑊. It is 

described in details in the next section. 

2. The Proposed Method 

The proposed method for generating continuous distributions is described in the following theorem. 

Theorem 2.1  Let 𝑋 be a continuous random variable with cdf 𝐹(𝑥), pdf 𝑓(𝑥), and support (𝑎, 𝑏), where 

−∞ ≤ 𝑎 < 𝑏 ≤ ∞. Let 𝜙(𝑥) be a non-negative differentiable monotone function with support (𝑐, 𝑑), where 

−∞ ≤ 𝑐 < 𝑑 ≤ ∞. Assume that ℓ𝑐 : = 𝑙𝑖𝑚𝑥→𝑐𝜙(𝑥) and ℓ𝑑 : = 𝑙𝑖𝑚𝑥→𝑑𝜙(𝑥) exist. If 𝐹(ℓ𝑐) = 𝐹(ℓ𝑑), then 

 𝑔(𝑥) =
𝜙 ′ (𝑥)𝑓(𝜙(𝑥))

𝐹 ℓ𝑑  −𝐹 ℓ𝑐 
,    𝑐 < 𝑥 < 𝑑 (2.1) 

is a pdf.  

Proof. Clearly, the function 𝑔(𝑥) defined by (9) integrates to 1 over the interval (𝑐, 𝑑). Also, it is clear that 

𝑔(𝑥) ≥ 0 on (𝑐, 𝑑). To see this, note that if 𝜙(𝑥) is increasing on (𝑐, 𝑑), then for all 𝑥 ∈ (𝑐, 𝑑), 𝜙 ′(𝑥) > 0 and 

𝐹 ℓ𝑑 − 𝐹 ℓ𝑐 > 0, implying that 𝑔(𝑥) > 0 on (𝑐, 𝑑). Similarly, If 𝜙(𝑥) is decreasing on (𝑐, 𝑑), then for all 

𝑥 ∈ (𝑐, 𝑑), 𝜙 ′(𝑥) < 0 and 𝐹 ℓ𝑑 − 𝐹 ℓ𝑐 < 0, implying that 𝑔(𝑥) > 0 on (𝑐, 𝑑). This shows that 𝑔(𝑥) > 0 on 

(𝑐, 𝑑).  

 

Theorem 2.2  Let 𝑋 be a continuous random variable with cdf 𝐹(𝑥), pdf 𝑓(𝑥), and support (𝑎, 𝑏), where 

−∞ ≤ 𝑎 < 𝑏 ≤ ∞. Let 𝜙(𝑥) be a non-negative differentiable monotone function with support (𝑐, 𝑑), where 

−∞ ≤ 𝑐 < 𝑑 ≤ ∞. Assume that ℓ𝑐 : = 𝑙𝑖𝑚𝑥→𝑐𝜙(𝑥) and ℓ𝑑 : = 𝑙𝑖𝑚𝑥→𝑑𝜙(𝑥) exist. If 𝐹(ℓ𝑐) = 𝐹(ℓ𝑑), then the 

function 𝐺 defined by 

 𝐺(𝑥) =
𝐹(𝜙(𝑥))−𝐹(ℓ𝑐)

𝐹(ℓ𝑑 )−𝐹(ℓ𝑐)
,    𝑐 < 𝑥 < 𝑑, (2.2) 

 

is a cdf of some distribution.  

 

Proof. Note that 𝐺 inherits the cdf properties from 𝐹. It only remains to show that 0 ≤ 𝐺(𝑥) ≤ 1 for 𝑐 < 𝑥 < 𝑑, 

because the support of 𝜙 may be different from the support of 𝑋. Consider the following two cases. 

Case 1: 𝝓 is increasing. 

suppose that there exists a point 𝑒1 ∈ (𝑐, 𝑑) such that 𝜙(𝑒1) ≥ 𝑏. Since 𝜙 is increasing, 𝜙(𝑐) ≤ 𝜙(𝑒1) ≤ 𝜙(𝑑). 

In particular, ℓ𝑐 ≤ 𝜙(𝑒1) ≤ ℓ𝑑 .Hence, 𝐹(ℓ𝑐) ≤ 𝐹(𝜙(𝑒1)) = 1 ≤ 𝐹(ℓ𝑑). Then 𝐹(ℓ𝑑) = 1 and 

 𝐺(𝑒1) =
𝐹(𝜙(𝑒1))−𝐹(𝜙(𝑐))

𝐹(𝜙(𝑑))−𝐹(ℓ𝑐)
=

1−𝐹(ℓ𝑐)

1−𝐹(ℓ𝑐)
= 1. (2.3) 
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Note that 𝐹(ℓ𝑐) < 1, since 𝐹(ℓ𝑐) = 𝐹(ℓ𝑑) = 1. 

Now, suppose that 𝜙(𝑒2) ≤ 𝑎 for some 𝑒2 ∈ (𝑐, 𝑑). Then 𝜙(𝑐) ≤ 𝜙(𝑒2) ≤ 𝜙(𝑑). In particular, ℓ𝑐 ≤ 𝜙(𝑒2) ≤

ℓ𝑑 .Hence, 𝐹(ℓ𝑐) ≤ 𝐹(𝜙(𝑒2)) = 0 ≤ 𝐹(ℓ𝑑). Then 𝐹(ℓ𝑐) = 0 and 

 𝐺(𝑒2) =
𝐹(𝜙(𝑒2 ))−𝐹(ℓ𝑐)

𝐹(𝜙(𝑑))−𝐹(ℓ𝑐)
=

0−0

𝐹(𝜙(𝑑))−0
= 0. (2.4) 

Case 2: 𝝓 is increasing. 

This case is similar to Case 1. 

This proves that 0 ≤ 𝐺(𝑥) ≤ 1 for 𝑐 < 𝑥 < 𝑑.  

 

Remark 2.1 Note that 𝜙(𝑥) is not necessarily a function of the cdf of any random variable. This makes the 

proposed method more flexible and easy to use and implement.  

In the sequel of this paper, we will call the proposed method "the 𝑋𝜙 method," where 𝑋 is the baseline 

distribution that is used to generated the new distribution and 𝜙 is the generator. 

The method used to produce exponentiated distribution is a special case of our proposed method. To see that, let 

𝑋 have a power distribution with parameter 𝛼 > 0 on the interval (0,1]. That is, the pdf of 𝑋 is given as 

 𝑓𝛼 𝑥 = 𝛼𝑥𝛼−1,    0 < 𝑥 ≤ 1. 

Now, let 𝜙(𝑥) be the cdf of the distribution needed to be exponentiated. 

Example 2.1 To produce the exponentiated inverse Weibull distribution, let 𝜙(𝑥) = 𝑒
− 

1

𝛽𝑥
 
𝛾

, where 𝛽 > 0, 

𝛾 > 0, and 𝑥 > 0. Then the generated distribution has a pdf given by 

 𝑔𝛼,𝛽,𝛾(𝑥) = 𝛽−𝛾(𝛼𝛾)𝑥−𝛾−1𝑒
−𝛼 

1

𝛽𝑥
 
𝛾

,    𝑥 > 0. 

 

It is the pdf of the exponentiated inverse Weibull distribution [6].  

We can also use our proposed method to produce quadratic map transmuted distribution. For the information 

about the method of generating transmuted distributions, we refer the reader to [7]. Let 𝑌 be a random variable 

with pdf 

 𝑡𝜆(𝑦) = (1 + 𝜆) − 2𝜆𝑦,    0 ≤ 𝑦 ≤ 1,−1 ≤ 𝜆 ≤ 1. 

Clearly, 0 ≤ 𝑡𝜆(𝑦) ≤ 2 for 0 ≤ 𝑦 ≤ 1 and −1 ≤ 𝜆 ≤ 1. Also,  

  ‍
1

0
𝑡𝜆(𝑦) 𝑑𝑦 = 1. 

The cdf of 𝑌 is given by 

 

 𝑇𝜆(𝑦) =  

0 𝑦 < 0,
𝑦(1 + 𝜆 − 𝜆𝑦) 0 ≤ 𝑦 < 1,
1 𝑦 ≥ 1.

  

Then, the transmutation of a random variable 𝑋 with cdf 𝐹(𝑥) is performed by setting 𝜙(𝑥) = 𝐹(𝑥). 

Example 2.2 Let 𝑌 be as above. Let 𝜙(𝑥) = 1 − 𝑒− 
𝑥

𝜎
 
𝜂

, where 𝜂 > 0, 𝜎 > 0, and 𝑥 > 0. Let 𝑎 = 𝑐 = 0 and 

𝑏 = 𝑑 = ∞. Then, the 𝑌-generated distribution has a pdf given by 

 𝑔𝜂 ,𝜎 ,𝜆(𝑥) =
𝜂

𝜎
 
𝑥

𝜎
 
𝜂−1

𝑒− 
𝑥

𝜎
 
𝜂

 1 − 𝜆 + 2𝜆𝑒− 
𝑥

𝜎
 
𝜂

 ,        𝑥 > 0, 

where 𝜂 > 0, 𝜎 > 0, and −1 ≤ 𝜆 ≤ 1.  

This is the pdf of the transmuted Weibull distribution [8]. 

Also, the 𝑇–𝑋 method is a special case of our method, since we can jut let 𝜙(𝑥) = 𝑊(𝐹(𝑥)), −∞ < 𝑥 < ∞, 

where the function 𝑊 satisfies the conditions (1.6). 

 

3. Examples 

3.1. Beta-generated distributions 

3.1.1. Modified beta distributions 

Let 𝑋 have a beta distribution with parameters 𝛼 > 0 and 𝛽 > 0. That is, the pdf of 𝑋 is 

 𝑓𝛼,𝛽 (𝑥) =
𝑥𝛼−1(1−𝑥)𝛽−1

𝐵(𝛼,𝛽)
,    0 < 𝑥 < 1, 𝛼 > 0, 𝛽 > 0. (3.1) 
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Let 𝜙(𝑥) = 1 − 𝑥2, 0 < 𝑥 < 1. Then the generated distribution has a pdf given by 

 𝑔𝛼,𝛽(𝑥) =
2 1−𝑥2 

𝛼−1
𝑥2𝛽−1

𝐵(𝛼,𝛽)
,    0 < 𝑥 < 1. (3.2) 

Note that  

  ‍
1

0
𝑔(𝑥) 𝑑𝑥 = 1. 

Now, let 𝜙(𝑥) = 𝑒−𝑥 , 0 < 𝑥 < ∞. Then 

 𝑔𝛼,𝛽(𝑥) =
𝑒−𝛼𝑥  1−𝑒−𝑥  𝛽−1

𝐵(𝛼,𝛽)
,    0 < 𝑥 < ∞. (3.3) 

Now, let 𝜙(𝑥) = 1 − 𝑒−𝑥 , 0 < 𝑥 < ∞. Then 

 𝑔𝛼,𝛽(𝑥) =
𝑒−𝛽𝑥 1−𝑒−𝑥 

𝛼−1

𝐵(𝛼,𝛽)
,    0 < 𝑥 < ∞. (3.4) 

In the previous two cases of this example, 

  ‍
∞

0
𝑔𝛼,𝛽(𝑥) 𝑑𝑥 = 1. 

In the first case,  

  ‍
1

0
𝑔𝛼,𝛽(𝑥) 𝑑𝑥 = 1. 

 

3.1.2. The Beta Sarhan-Zaindin modified Weibull distribution 

Let 𝑋 be a beta distributed random variable with parameters 𝛼 > 0 and 𝛽 > 0. Let 𝜙(𝑥) = 𝑒−𝛽𝑥
𝑘−𝜆𝑥 , where 

𝑘 > 0 and 𝜆 > 0. Then, the pdf of the generated distribution is 

 𝑔𝛼,𝛽,𝜆,𝑘(𝑥) =
1

𝐵(𝛼,𝛽)
 𝜆 + 𝛽𝑘𝑥𝑘−1  1 − 𝑒−𝛽𝑥

𝑘−𝜆𝑥 
𝛽−1

𝑒−𝛼𝛽 𝑥
𝑘−𝛼𝜆𝑥 . (3.5) 

It is the pdf of the Beta Sarhan-Zaindin modified Weibull distribution introduced by Saboor et al. [9]. 

 

3.1.3. The Generalized Rayleigh distribution 

Let 𝑋 be a beta distributed random variable with parameters 1 and 𝛼 > 0. That is, the pdf of 𝑋 is given by 

 𝑓𝛼(𝑥) = 𝛼𝑥𝛼−1,    0 < 𝑥 < 1. 

Let 𝜙(𝑥) = 𝑒−𝜆
2𝑥2

, 𝑥 > 0. Then the generated distribution has a pdf given by 

 𝑔𝛼,𝜆(𝑥) = 2𝛼𝜆2𝑥𝑒−𝜆
2𝑥2

 1 − 𝑒−𝜆
2𝑥2

 
𝛼−1

,    0 < 𝑥 < ∞. (3.6) 

This is the pdf of the generalized Rayleigh distribution introduced by Raqab [10]. 

 

3.1.4. The Kumaraswamy distribution 

Let 𝑋 be a beta distributed random variable with parameters 𝛽 > 0 and 𝑏𝑒𝑡𝑎 = 1 (see (13)). Let 𝑐 = 0, 𝑑 = 1, 

and 𝜙(𝑥) = 𝑥𝛼 , where 𝛼 > 0. Then the generated distribution has a pdf given by 

 𝑔𝛼,𝛽(𝑥) = 𝛼𝛽𝑥𝛼−1 1 − 𝑥𝛼 𝛽−1 ,    0 < 𝑥 < 1. (3.7) 

This is the pdf of the Kumaraswamy distribution [11]. 

 

3.2. Gamma-Generated Distributions 

3.2.1. Modified gamma distributions 

If 𝜙(𝑥) = 𝑒𝑥 , 𝑥 > 0, and 𝑋 has a gamma distribution with parameters 𝛼 > 0 and 1/𝛽, where 𝛽 > 0; that is, the 

pdf of 𝑋 is 

 𝑓𝛼,𝛽 (𝑥) =
𝛽𝛼𝑥𝛼−1𝑒−𝛽𝑥

Γ(𝛼)
,    𝑥 > 0. 

Then 

 𝑔𝛼,𝛽(𝑥) =
𝛽𝛼𝑒𝛼𝑥 −𝛽𝑒

𝑥

Γ(𝛼,𝛽)
,    0 < 𝑥 < ∞. (3.8) 

Similarly, If 𝜙(𝑥) = 𝑥𝛾 , 𝑥 > 0 and 𝛾 > 0, and 𝑋 has a gamma distribution with parameters 𝛼 > 0 and 𝛽 > 0, 

then 

 𝑔𝛼,𝛽,𝛾(𝑥) =
𝛾𝑒−𝛽𝑥

𝛾
 𝛽𝑥𝛾  𝛼

𝑥Γ(𝛼)
,    0 < 𝑥 < ∞. (3.9) 
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3.2.2. A trigonometric gamma distribution 

Let 𝜙(𝑥) = sin𝑥, 0 ≤ 𝑥 ≤ 𝜋/2, and 𝑋 be a gamma distributed random variable with parameters 𝛼 > 0 and 

𝛽 > 0. Then 

 

 𝑔𝛼,𝛽(𝑥) =
𝛽𝛼 cot 𝑥𝑒−𝛽sin 𝑥sin 𝛼𝑥

Γ(𝛼)−Γ 𝛼,𝛽 
,    0 < 𝑥 < 𝜋/2. (3.10) 

 

Now, clearly, 

 

  ‍
𝜋/2

0
𝑔𝛼,𝛽 (𝑥) 𝑑𝑥 = 1. 

 

3.2.3. The Generalized gamma distribution 

Let 𝑋 have a gamma distribution with parameters 
𝛾+1

𝛿
 and 1/𝑎, where 𝛾 > −1, 𝛿 > 0, and 𝑎 > 0. Let 𝜙(𝑥) =

𝑥𝛿 , 𝑥 > 0. Then the resulting distribution has a pdf given by 

 𝑔𝑎,𝛿 ,𝛾(𝑥) =
𝛿𝑎

𝛾+1
𝛿

Γ 
𝛾+1

𝛿
 
𝑥𝛾𝑒−𝑎𝑥

𝛿
,    𝑥 > 0. (3.11) 

 

This is the pdf of the generalized gamma distribution introduced in Stacy [12]. 

 

3.2.4. The gamma-Pareto distribution 

Let 𝑋 be a gamma distributed random variable with parameters 𝛼 and 𝛽/𝑘, where 𝛼 > 0, 𝛽 > 0, and 𝑘 > 0. Let 

𝜙(𝑥) = log  
𝑥

𝜃
 , where 𝜃 > 0. Let 𝑐 = 𝜃 and 𝑑 = ∞ in (9). Then the generated distribution has a pdf given by 

 𝑔𝛼,𝛽,𝑘,𝜃 (𝑥) =
𝑘𝛼

𝑥𝛽𝛼Γ(𝛼)
 
𝜃

𝑥
 
𝑘/𝛽

log𝛼−1  
𝑥

𝜃
 ,    𝑥 > 𝜃. (3.12) 

Setting 𝛽/𝑘 = 𝑐, we get the pdf of the gamma-Pareto distribution [13] with pdf 

 𝑔𝛼,𝛽,𝑐(𝑥) =
1

𝑥Γ(𝛼)𝑐𝛼
 
𝜃

𝑥
 

1/𝑐

log𝛼−1  
𝑥

𝜃
 ,    𝑥 > 𝜃. (3.13) 

 

3.3. Exponential-generated distributions 

3.3.1. The Beta Weibull Poisson distribution 

Let 𝜙(𝑥) = 1 − 𝑒−𝛽𝑥
𝛼
, 0 < 𝑥 < ∞, 𝛼 > 0 and 𝛽 > 0. Let 𝑋 have an exponential distribution with parameter 

𝜆 > 0. That is, the cdf of 𝑋 is given as 

 𝐹𝜆(𝑥) = 1 − 𝑒−𝜆𝑥 ,    𝑥 > 0. 

Note that 

 lim
𝑥→∞

 1 − 𝑒−𝜆 1−𝑒−𝛽𝑥
𝛼
  = 1 − 𝑒−𝜆     and    lim

𝑥→0
 1 − 𝑒−𝜆 1−𝑒−𝛽𝑥

𝛼
  = 0. 

Therefore,  

 𝑔𝛼,𝛽,𝜆(𝑥) =
𝛼𝛽𝜆 𝑥𝛼−1𝑒

−𝜆 1−𝑒−𝛽𝑥
𝛼
 −𝛽𝑥𝛼

1−𝑒−𝜆
,    𝑥 > 0. (3.14) 

The pdf in (3.14) is that of a random variable called beta Weibull Poisson random variable [13]. The 

corresponding cdf is given by 

 𝐺𝛼,𝛽,𝜆(𝑥) =
𝑒𝜆𝑒

−𝛽𝑥𝛼
−𝑒𝜆

1−𝑒𝜆
,    𝑥 > 0. (3.15) 

This result can also be obtained in a similar way if we choose 𝜙(𝑥) = −𝑒−𝛽𝑥
𝛼

, 𝑥 > 0, 𝛼 > 0 and 𝛽 > 0. 

 

3.3.2. The Modified Weibull distribution 

Let 𝑋 be an exponentially distributed random variable with parameter 𝛼 > 0 and let 𝜙(𝑥) = 𝑥𝛾𝑒𝑥𝜆 , where 

𝜆 > 0, 𝛾 > 0 and 𝑥 > 0. 

Then the generated pdf 
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 𝑔𝛼,𝛾,𝜆(𝑥) = 𝛼𝑥𝛾−1(𝛾 + 𝜆𝑥)𝑒𝜆𝑥−𝛼𝑥
𝛾 𝑒𝜆𝑥 ,    𝑥 > 0, (3.16) 

is the pdf of a modified Weibull distribution introduced by Lai et al. [14]. 

The corresponding cdf has the form 

 𝐺𝛼,𝛾,𝜆(𝑥) = 1 − 𝑒−𝛼𝑥
𝛾 𝑒𝜆𝑥 ,    𝑥 > 0. (3.17) 

 

3.3.3. The Modified Weibull distribution 

Let 𝑋 be an exponentially distributed random variable with parameter 𝛼 > 0 and let 𝜙(𝑥) = 𝑥𝛾𝑒𝜆(−𝑥), 𝛾 >

0, 𝜆 > 0, and 𝑥 > 0. 

Then the generated pdf 

 𝑔𝛼,𝛾,𝜆(𝑥) = 𝛼𝑥𝛾−1(𝛾 + 𝜆𝑥)𝑒𝜆𝑥−𝛼𝑥
𝛾 𝑒𝜆𝑥 ,    𝑥 > 0. (3.18) 

This is the pdf of the beta modified Weibull distribution studied by Lai et al. [14]. 

 

3.3.4. The Beta modified Weibull distribution 

Let 𝑋 have a beta distribution with parameters 𝑏 > 0 and 𝑎 > 0. That is, the pdf of 𝑋 is given by 

 𝑓𝑎,𝑏(𝑥) =
1

𝐵(𝑎,𝑏)
𝑥𝑏−1(1 − 𝑥)𝑎−1,    0 < 𝑥 < 1. 

Let 𝜙(𝑥) = 𝑒−𝛼𝑥
𝛾 𝑒𝜆𝑥 , where 𝛼 > 0, 𝛾 > 0, 𝜆 > 0, and 𝑥 > 0. Then the generated distribution has the beta 

modified Weibull distribution [15] with pdf 

𝑔𝑎,𝑏,𝛼 ,𝛽 ,𝛾 ,𝜆(𝑥) =
𝛼𝑥𝛾−1𝑒𝜆𝑥 (𝛾+𝜆𝑥 )

𝐵(𝑎,𝑏)
 1 − 𝑒−𝛼𝑥

𝛾 𝑒𝜆𝑥  
𝑎−1

𝑒−𝑏𝛼𝑥
𝛾 𝑒𝜆𝑥 ,    𝑥 > 0. (3.19) 

The beta modified Weibull distribution can also be generated using 𝜙(𝑥) = 1 − 𝑒−𝛼𝑥
𝛾 𝑒𝜆𝑥  with 𝑋 that has a beta 

distribution with parameters 𝑎 > 0 and 𝑏 > 0, respectively. 

 

3.3.5. The wrapped exponential distribution 

Let 𝑋 be an exponentially distributed random variable with parameter 𝜆 > 0. Let 𝜙(𝑥) = 𝑥, 𝑐 = 0, and 𝑑 = 2𝜋. 

Then the generated random variable has a pdf given as 

 𝑔𝜆(𝑥) =
𝜆𝑒−𝜆𝑥

1−𝑒−2𝜋𝜆 ,    𝑥 ∈ [0,2𝜋). (3.20) 

This is the pdf of a wrapped exponential distribution introduced in Jammalamadaka and Kozubowski [16]. 

 

3.4. Normal-generated distributions  

3.4.1. The Half-normal distribution 

Let 𝑋 have a standard normal distribution. Let 𝜙(𝑥) = (𝑥/𝜎)𝛾 , where 𝜎 > 0, 𝛾 > 0, and 𝑥 > 0. 

Then the generated pdf is given by 

 

 𝑔𝛾,𝜎(𝑥) =
2𝛾𝑥𝛾−1

𝜎𝛾 2𝜋
𝑒−𝑥

2𝛾 /2𝜎2𝛾
,    𝑥 > 0. (3.21) 

 

If we let 𝛾 = 1 in (3.21), we get the pdf of the half-normal distribution with paprameter 𝜎 [17]. 

 

3.5. Lindley-generated distributions 

3.5.1. The Lindley-exponential distribution 

Let 𝑋 have the Lindley distribution with parameter 𝛼 > 0. That is, the pdf of 𝑋 is given by  

 𝑓𝛼(𝑥) =
𝛼2(𝑥+1)𝑒−𝛼𝑥

𝛼+1
,    𝑥 > 0. 

Let 𝜙(𝑥) = −log 1 − 𝑒−𝜆𝑥  , 𝜆 > 0 and 𝑥 > 0. Let 𝑐 = 0, 𝑑 = ∞. Then the generated random variable has a 

Lindley-exponential distribution [18] with pdf 

 𝑔𝛼,𝜆(𝑥) =
𝛼2𝜆𝑒−𝜆𝑥  1−𝑒−𝜆𝑥  

𝛼−1
 1−log  1−𝑒−𝜆𝑥   

𝛼+1
,    𝑥 > 0. (3.22) 
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3.5.2. The Power Lindley distribution 

𝑋 has a Lindley distribution with parameter 𝛽 > 0. Let 𝜙(𝑥) = 𝑥𝛼 , where 𝛼 > 0 and 𝑥 > 0. Then, the 

generated random variable has a pdf given by 

 𝑔𝛼,𝛽(𝑥) =
𝛼𝛽2𝑥𝛼−1 𝑥𝛼+1 𝑒−𝛽𝑥

𝛼

1+𝛽
,    𝑥 > 0. (3.23) 

It is the pdf of the power Lindley distribution introduced in Ghitany et al. [19]. 

 

3.6. Uniform-generated distributions 

3.6.1. The cardioid distribution 

Let 𝑋 be uniformly distributed on the interval [0,2𝜋). Let 𝜙(𝑥) = 𝑥 + 2𝜌sin(𝑥 − 𝜇),where 0 ≤ 𝜌 ≤ 1, 𝑐 = 0, 

and 𝑑 = 2𝜋. Then the generated distribution is called the cardioid distribution [20], where its pdf is given by 

 𝑔𝜇 ,𝜌(𝑥) =
1+2𝜌cos (𝑥−𝜇)

2𝜋
,    0 ≤ 𝑥 < 2𝜋. (3.24) 

3.6.2. The exponentiated-exponential-logistic distribution 

Let 𝑋 have a uniform distribution on the unit interval (0,1). Let 𝜙(𝑥) =  1 −  1 + 𝑒𝑥 −𝜆 
𝛼

, where 𝛼 > 0, 

𝜆 > 0, 𝑎 = −∞, and 𝑏 = ∞. Then the generated distribution has a pdf given by 

 𝑔𝛼,𝛽(𝑥) =
𝛼𝜆𝑒−𝜆𝑥

 1+𝑒−𝑥  𝜆+1  1 −  1 + 𝑒𝑥 −𝜆 
𝛼−1

,    − ∞ < 𝑥 < ∞. (3.25) 

Setting 𝜆 = 1, we get the exponentiated-exponential-logistic distribution (compare with Alzaatreh et al. [5]. 

Another way to generate the exponentiated-exponential-logistic distribution is to use the power distribution with 

parameter 𝛼 > 0 on the interval (0,1] with 𝜙(𝑥) = 1 −  𝑒𝑥 + 1 −𝜆 , 𝜆 > 0, −∞ < 𝑥 < ∞. 

 

3.7. Cauchy-generated distributions 

3.7.1. The wrapped Cauchy distribution 

Assume that 𝑋 has a standard Cauchy distributed. That is, the pdf of 𝑋 is  

 𝑓(𝑥) =
1

𝜋 1+𝑥2 
,    − ∞ < 𝑥 < ∞. 

Let 𝜙(𝑥) =
(𝜌+1)tan  

𝑥−𝜇

2
 

𝜌−1
, where 0 < 𝜌 < 1, −∞ < 𝜇 < ∞, and 0 ≤ 𝑥 < 2𝜋. Let 𝑐 = 0 and 𝑑 = 2𝜋. Then the 

generated distribution is called a wrapped Cauchy distribution [16] whose pdf is given by 

 𝑔𝜇 ,𝜌(𝑥) =
1

2𝜋

1−𝜌2

1+𝜌2−2𝜌cos (𝑥−𝜇)
,    0 ≤ 𝑥 < 2𝜋. (3.26) 

A modified model of the wrapped Cauchy distribution has a pdf of the form 

 𝑔𝛾,𝜇 (𝑥) =
1

2𝜋

sinh (𝛾)

cosh (𝛾)−cos (𝑥−𝜇)
,    − 𝜋 ≤ 𝑥 < 𝜋, (3.27) 

where 𝜇 is real and 𝛾 > 0 [21]. 

This model can be generated as above with 𝜙(𝑥) = coth  
𝛾

2
 tan  

𝑥−𝜇

2
 , 𝑐 = −𝜋, and 𝑑 = 𝜋. 

 

4. The Generalized Gamma Distribution 

We have seen above how to generate the generalized gamma (GG) distribution from the gamma distribution 

using 𝜙(𝑥) = 𝑥𝛿 , where 𝛿 > 0. The pdf of the GG distribution is given in (3.11). The cdf of the GG distribution 

is given by 

 𝐹𝛼,𝛿,𝛾(𝑥) =
Γ 

𝛾+1

𝛿
 −Γ 

𝛾+1

𝛿
,𝛼𝑥𝛿 

Γ 
𝛾+1

𝛿
 

,    𝛼 > 0, 𝛿 > 0, 𝛾 > −1, 𝑥 > 0. (4.1) 

Using the GG distribution as a baseline and 𝜙(𝑥) =  
𝑥−𝜇

𝜎
 
−𝛿

 as a generator (𝑥 > 𝜇,−∞ < 𝜇 < ∞, 𝛿 > 0, 𝜎 >

0), we get a new distribution with pdf 

 𝑔𝛼,𝛿,𝜇 ,𝜎(𝑥) =
𝛿𝛼

𝛾+1
𝛿  

𝑥−𝜇

𝜎
 
−(𝛾+1)

𝑒
−𝛼 

𝑥−𝜇
𝜎  

−𝛿

(𝑥−𝜇)Γ 
𝛾+1

𝛿
 

,    𝑥 > 𝜇. (4.2) 

By setting 𝛾 = 𝛿 − 1 and 𝛼 = 1 in (4.2), we get the Fréchet (or the inverse Weibull) distribution with pdf 
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 𝑤𝛿,𝜎(𝑥) =
𝛿 

𝑥−𝜇

𝜎
 
−𝛿−1

𝑒
− 

𝑥−𝜇
𝜎

 
−𝛿

𝜎
,    𝑥 > 𝜇. 

By setting 𝛾 = −
1

2
, 𝛼 =

1

2
, and 𝛿 = 1 in (4.2), we get the Levy distribution which has a pdf given by 

 𝑣𝜇 ,𝜎(𝑥) =
𝑒
−

𝜎
2(𝑥−𝜇 ) 

𝜎

𝑥−𝜇
 

3/2

 2𝜋𝜎
,    𝑥 > 𝜇. (4.3) 

 

Conclusion 

The proposed method can efficiently be used to generate new distributions and generalize or extend standard 

distributions. The beta-generated distributions, exponentiated distributions, transmuted distributions can be 

produced by our proposed method in this paper. Our proposed method also generalizes the 𝑇–𝑋 method of 

Alzaatreh et al. [5]. 
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