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Abstract This paper addresses the problem of modeling the municipal water demand of Hail region, Saudi 

Arabia. Forecasting water demand is highly required for tactical decisions and efficient operation and 

management in both medium and long terms. In this study, the annual municipal water consumption has been 

modeled using three different approaches: artificial neural networks (ANN), stochastic time-series (STS) and 

particle swarm optimization (PSO). The three used modeling and simulation tools have been compared 

according to statistical performance indicators such as mean absolute percentage error (MAPE), coefficient of 

determination (R
2
), root mean squared error (RMSE) and absolute relative error (AARE). For the current case 

study, the Feed-Forward Back Propagation ANN has been found to outperform the STS and PSO-based 

approaches because of the relatively small data-set (records) and its ability to model non-linear systems. Future 

perspectives of the present study can be built around developing more sophisticated models for monthly and 

daily municipal water consumption involving external parameters such as climatic and socio-economic 

variables. 

 

Keywords Modeling, Forecasting, Water demand, Artificial Neural Network, Particle Swarm Optimization, 

Stochastic time-series, Performance indicators. 

1. Introduction 

Municipal water demand forecasting is considered nowadays as one of the key issues for water utilities to ensure 

both good planning and design in long-term and efficient operation and management in short and medium terms. 

In fact, many countries around the world are faced to severe water shortages and are consequently invited to 

manage adequately their water resources. 

Arid climate countries, such as Saudi Arabia, are in particular experiencing low rain fall conditions and rapid 

urbanization associated with intensive use of water resources. Maintaining a steady and regular supply of water 

under climate change regimes and socio-economic factors is a major concern of water utilities. 

In this paper, the annual municipal water demand of Hail region, Saudi Arabia, is considered.  It is assumed to 

be affected by only its previous values. During the past few decades, the field of forecasting water demand has 

been under intensive consideration by the water researchers. Therefore, several papers considering both the 

models and the tools used to perform these models have been published. The models concern the description of 

the relationships that characterize the water demand and its different determinants; whereas, several approaches 

have been developed to calibrate these relationships. Box-Jenkins-based approaches [2-10, 30-32, 35, 37-38] in 

their different forms have been extensively (and continue to be) used. Artificial neural networks as universal 

modeling tool has been also used [11-19] although it suffers from many limitations such as the high training 

time.  In recent years, a clear trend to combined approaches based particularly on swarm computation technique 
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has been observed [20-29, 33-34, 36]. From a forecasting horizon point of view, short, medium and long term 

forecasters have been designed. In what follows, this paper will concentrate on the annual water demand 

prediction tools viewed as a dynamic system.   

In their survey paper [1], the authors presented a summary of the papers on the water forecasting techniques 

between 2000 and 2010. They concluded that the wide variety of methods used depend on the forecast variables 

(climate and socio-economic) and on the forecast horizon (short, medium and long term). They also stressed the 

fact that the water forecasting problem is a difficult one because of the nature and the quality of the available 

data [1].  

From both theory and practice findings, researchers have concluded that combining different tools is effective in 

forecasting [7]. Time series, as modeling tool, combined with artificial neural networks has been widely used. 

The problem of forecasting ARIMA models with ANN has been in particular addressed in [7]. The authors take 

benefit from the structure of the ARIMA to implement it with ANN. Results of three well-known time series 

have proved the efficiency of the proposed approach especially when higher accuracy is required.  

Using IWR-MAIN and SPSS softwares, water demand has been forecasted in [10] for Umm Al-Quwain Emirate 

located in the north of the United Arab Emirates studying the effect of three independent variables, namely, 

population, average temperature and average rainfall. The obtained results revealed that population growth is the 

most significant variable that affects water demand. The available data have been divided into two sets. The first 

one is used to test correlation between water demand and the three explanatory variables and the second set is 

used to predict the consumption by comparing the real demands against the model demands. 

Because of their ability to model any process without need of specific requirements, artificial neural networks 

(ANN) have been extensively used in forecasting [11-19]. Many case studies from countries around the world 

have been investigated. In general, depending on quality and quantity of available data, the results are case-

sensitive. No universal model and no specific structure of the ANN have given similar results even for the same 

study area. In the study presented in [11] the future forecasted climatic variables have been used for forecasting 

future water demand. Both annual and monthly consumptions have been predicted using ANN. A sensitivity 

analysis conducted in this study has revealed that climatic variables have very little effect on annual demand. 

However, the climatic variables affect strongly monthly water demand. Root mean square error (RMSE), 

correlation coefficient (R
2
) and average absolute relative error (AARE) have been used as performance 

indicators of the proposed approach. The novelty of this study is that, at the best of our knowledge, it is the first 

work that starts by forecasting climatic variables values and then uses them to forecast water consumption. 

Swarm intelligence techniques become more and more used in forecasting future time series [20-25]. The 

problem of identifying the prediction model parameters is an identification one and can be posed as an 

optimization framework involving the error function as a fitness function and the model parameters as decision 

variables. The problem of forecasting short term electric load based on particle swarm optimization (PSO) and 

ARMAX (Auto Regressive Moving Average with exogenous variable) has been addressed in [20]. More than 

being difficult, the studied forecasting problem has many local minimum points. Therefore, classical 

optimization techniques can easily stall at their local minimum points and consequently can’t find the global 

minimum. This study has taken benefit from the global search capabilities of PSO which has been found to 

outperform traditional stochastic time series approaches and evolutionary programming. Annual electric load 

forecasting in India, using PSO has been detailed in [23]. The population, per capital Gross Domestic Product 

(GPD) and import and export data have been used as variables affecting the load. The parameters of an 

exponential model have been identified by minimizing the squared error function between the observed loads 

and the predicted ones. The available data have been divided into two sub-sets: training and testing. The mean 

average percentage error (MAPE) was used as the performance evaluation criterion. 

The study presented in [33] has investigated and compared the relative performances of a genetic algorithm and 

particle swarm optimization approaches in forecasting annual energy demand in residential and commercial 

sectors of Iran based on recorded annual economic indicators. Near-optima values for coefficients of a linear 

and an exponential model have been adjusted. The PSO algorithm combined to the simulated annealing (SA) 

has been proved to accurately forecast urban water demand in a region in China. The proposed PSO-SA 

approach [34] performed better than the PSO-based approach in term of mean squared error. The annual long-
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term forecasting problem for the desalinated dependent city of Riyadh in Saudi Arabia has been studied in [37]. 

A probabilistic model that incorporates explicitly the uncertainties associated with population growth, household 

size, household income as well as conservation measures has been developed and evaluated. As reported by the 

authors, the results show that future water demand is governed equally by socio-economic factors and weather 

conditions. Conservation measures, leakages’ detection and efficient pricing policy are highly required. Water 

demand in the city of Mecca, Saudi Arabia, is explained by the number of pilgrims visiting the city for the 

annual Hajj pilgrimage. In fact, water consumption in this city is characterized by trends and cyclic variation 

[38]. Moreover, water demand has been demonstrated to be affected by the temperature especially in the lunar 

month of Hajj and consequently annual water demand is influenced. Since Saudi Arabia is facing a chronic 

water-shortage problem, the demand-supply gap needs to be minimized. The study presented in [39] suggests to 

water utilities to focus on the agriculture sector known to be the most responsible of water demand increase. The 

case study of modeling annual water demand and supply in the city of Istanbul, Turkey, has been investigated in 

[41]. Using an autoregressive integrated moving average (ARIMA); it has been found that the residential sector 

is responsible of 80% of total water use. A sustainable management plan based on reducing water demand by 

using efficient technologies in households and reducing water supply loss through investments on distribution 

infrastructure have been suggested by the authors for the coming years. In the technical paper [55], forecasting 

benchmark time-series has been conducted using a hybridization of the ARIMA and ANN to take advantage of 

the strength of each method (linear modeling for the ARIMA and nonlinear modeling for the ANN). 

Experimental results show an increasing accuracy of the combined method when compared to the accuracy 

achieved by either of the two techniques used separately.    

Reliable municipal water demand forecasting is one of the most important considerations for planning in long 

term. Satisfying water consumers’ need is the main objective of managing water resources by the responsible 

utilities. Hail region, as a part of Saudi Arabia, is located in an extreme desert environment where the yearly 

rainfall is less than 100 mm. Water resources are limited while dispread development coupled with rapid 

increase in water demand. The present study will focus on: 

 Analyzing annual water demand in Hail region, Saudi Arabia. 

 Determining the effect of the historical records on the one-year-ahead water demand.  

 Proposing, identifying and validating forecasting time-series models based on different techniques. 

 Comparing the developed models according to different performance indicators. 

The main contribution of this study is to apply Artificial Neural Network (ANN), Time Series (TS) and Particle 

Swarm Optimization (PSO) in order to model annual municipal water demand in Hail City, Saudi Arabia. 

Annual water consumption time series is first collected and analyzed. To measure the effect of the historical 

records on municipal water demand, correlation coefficients are determined and then the potential explanatory 

historic lags are selected. An annual MWD prediction model is defined as a function of its previous values. The 

problem of MWD forecasting is posed as an optimization problem where the error between the predicted values 

and the observed ones is to be minimized. The decision variables are the parameters of the proposed model 

structure. Known to be difficult, non-linear and stochastic, this problem solving is faced to multiple limitations 

when tackled using traditional techniques. In this study, we have resort to non-conventional techniques from the 

field of soft computing. Integrating different tools is found in the literature to be effective in predicting water 

demand. The efficiency of the developed models are measured by diverse performance indicators such as Mean 

Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), Mean Squared Error (MSE), Root Mean 

Squared Error (RMSE), Coefficient of determination (R
2
), etc.  

The remaining of the paper is organized as follows. In the next section, the basic concepts of stochastic time 

series (STS), artificial neural networks (ANN) and particle swarm optimization (PSO) are briefly reviewed as 

forecasting and modeling tools. In section 3, detailed application of the presented methodologies on modeling 

and simulation of annual municipal water demand in Hail region, Saudi Arabia, is presented. Results are then 

compared according to some performance indicators. Concluding remarks and recommendations are drawn in 

section 4.  

  

2. Proposed Methodologies 
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2.1. Box-Jenkins stochastic time series 

Municipal water demand measurements are usually recorded following certain frequency (daily, weekly, 

monthly or annual). The box-Jenkins based method has been used in water demand forecasting [1-10]. This 

approach is mainly used for modeling stationary (or stationarized time-series).  The study of the autocorrelation 

function (ACF) of the successive records is used to determine the orders of the model.   

In its general form, the Box-jenkins methodology is used to model the ARIMA (p,d,q) model [3-4].The 

ARIMA model for a time-series 𝑦 𝑡  is given by: 

𝑦 𝑡 = 𝐶 + 𝑎1𝑦 𝑡 − 1 + ⋯ + 𝑎𝑝𝑦 𝑡 − 𝑝 + 𝑒 𝑡 + 𝑏1𝑒 𝑡 − 1 + ⋯ + 𝑏𝑞𝑒 𝑡 − 𝑞  (1) 

𝐶 is a constant value, 𝑎1, … , 𝑎𝑝  are the coefficients of the autoregressive part where 𝑝 is its order and 𝑏1, … , 𝑏𝑞  

are the coefficients of the moving average part and 𝑞 is its order. 𝑒(𝑡) is a white noise sequence. In the present 

study, the autoregressive (AR) component of the ARIMA model is used. If the original time-series is not 

stationary, a differencing procedure is applied to stationarize it. The number of difference operator is usually 

determined by the study of the ACF plots. Once the values of 𝑝, 𝑑 𝑎𝑛𝑑 𝑞 are determined, the 

coefficients 𝐶, 𝑎1 ,𝑎2,…, 𝑎𝑝 , 𝑏1,𝑏2,…, 𝑏𝑞  are estimated using any optimization tool.   

 

2.2. Artificial Neural Networks 

ANNs have been extensively used in predicting time-series related to water consumption [11-19]. Combined 

approaches including ANN remain the most used ones. Because of its universal feature, ANN has gained 

attention of researches in different fields. The finding of the ANN is based on the imitation of the human brain 

behavior. Usually, an ANN is composed of layers. The ANN neurons are fed by the inputs. The neurons of each 

layer are connected through weights. A set of transfer functions ensure the evolution of the signals between the 

layers. The ANN involves the choice of an appropriate architecture, the size of each layer and the suitable 

transfer functions between the layers. The ANN is trained using a special algorithm called training algorithm 

which much the inputs to the desired outputs. 

 

2.3. Particle Swarm Optimization 

PSO algorithm was first introduced by Kennedy and Eberhart in 1995. It is categorized as one of the population 

based swarm intelligence techniques such as genetic algorithms (GA), ant colony (AC), etc. Parameters tuning 

of the algorithm, its variants and its applications can be found elsewhere (e.g. [21], [56], and [27]). PSO is 

preferred in many applications for its simplicity, its universal aspect and the fact that it does not require any 

regularity of the studied problem (continuity, differentiability and convexity). Although it has been used in 

forecasting electric load ([20-23], [33]), its use in water demand forecasting remains limited. 

In the present study, we intend to take benefit from the features of the PSO to forecast the MWD in Hail region. 

In this study, MWD forecasting is posed as (or transformed into) an optimization problem. This problem is 

defined as in equation (2).  

min
X
 𝑓(𝑋 )   (2) 

PSO is based on the concept of gradually evolving a swarm of possible solutions for an optimization problem. 

Figure 1 illustrates the move of the particle. The potential solution is coded as the position of the 𝑖𝑡  particle in 

the 𝑑-dimensional search space: 

𝑋 𝑖 =  𝑋1
𝑖 , 𝑋2

𝑖 , … , 𝑋𝑑
𝑖     (3) 

Let 𝑋1, 𝑋2 , … , 𝑋𝑑  be the decision variables and 𝑘 the iteration index of the optimization problem (2). During the 

search process, each particle in the swarm adjusts its position through a velocity operator defined as: 

𝑉  𝑘+1
𝑖 = 𝑤𝑘 .𝑉  𝑘

𝑖  +𝑐1 × 𝑟𝑎𝑛𝑑1 𝑃  𝑘
𝑖 − 𝑋 𝑘

𝑖  + 𝑐2 × 𝑟𝑎𝑛𝑑2 𝐺 𝑘
𝑖 − 𝑋 𝑘

𝑖   (4) 

where: 

 𝑐1 , 𝑐2 are two constant factors 

 𝑟𝑎𝑛𝑑1 , 𝑟𝑎𝑛𝑑2 are random numbers in the [0,1] range 

 𝑃  𝑘
𝑖  is the best previous position of the 𝑖𝑡   particle 
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 𝐺 𝑘
𝑖  is the best previous position of the whole swarm 

 𝑤𝑘 = 𝑤𝑚𝑎𝑥 −
𝑤𝑚𝑎𝑥 −𝑤𝑚𝑖𝑛

𝑘𝑚𝑎𝑥
× 𝑘 is a weighting function 

 𝑤𝑚𝑎𝑥  𝑎𝑛𝑑 𝑤𝑚𝑖𝑛  are respectively the maximum and the minimum value of  𝑤𝑘  

The position vector of the 𝑖𝑡   particle is then given by (5).  

𝑋 𝑘+1
𝑖 = 𝑋 𝑘

𝑖 + 𝑉  𝑘
𝑖  (5) 

  

Figure 2 provides the flowchart of the PSO and Figure 3 provides its pseudo-code. 

Current 

position

New 

position

Towards 

its best 

performance

Towards 

its best 

neighbour

Follow its 

own way

 
Figure 1: Particle's move 

Generate initial population

Evaluate each particle

Calculate Pi and Gi

of each particle i

Update Pi  ,Gi
 ,position, 

and velocity of each 

particle i
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Stopping 

Criterion ?

Return best solution
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Figure 2: Flowchart of the PSO 

 

 

  

 

 (nb_part: swarm size; f :fitness function 

 Begin 

Random initialization of positions  

and velocities of each particle 

For each particle i , 𝑃  𝑖=𝑋 𝑖  

While stopping criterion not met do 

 For i=1 to nb_part  do   

   Update the particle position and velocity 

   according to equations (5) and (6) 

   Evaluate the new fitness functions 

   If f(𝑋 𝑖)> f(𝑃  𝑖 ) 

            𝑃  𝑖 = 𝑋 𝑖  

   If f(𝑃  𝑖)> f(𝐺 𝑖) 

          𝐺 𝑖=𝑃  𝑖  

  End for 

End while 

 

Figure 3: Pseudo-code of the PSO algorithm 
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3. Results and Discussions 

This section discusses the progressive development of number of models for forecasting annual MWD in Hail 

region, Saudi Arabia (see Figures 4 and 5) using respectively ANN, STS and PSO. To compare agreement 

between the forecasted and observed consumptions, graphical plots and diverse performance indicators have 

been used. Moreover, comparison between different approaches has been investigated. Details about the study 

area can be found in [61]. 

 
Figure 4: Geographic location of Hail region, Saudi Arabia 

 
Figure 5: Principal water distribution locations in Hail region (source: projects report from 1425 to 1433 H) 

To model annual MWD in Hail region, we use a sample data composed of 15 records (from 2000 to 2014) 

collected from General Directorate of Water in Hail Region. The number of values is limited and does not meet 

the usefulness requirements of time series based approaches (at least 50 records are required for a reasonable 

analysis for stochastic TS). Nevertheless, the sample data are divided into model development part (from 2000 

to 2009) and model validation part (from 2010 to 2014) depending on the case study. The plot of the 

autocorrelation function of the annual MWD (Figure 6 (a)) reveals that this last is non-stationary. Although, this 

function has no meaning in the case of small data-sets, stationnarizing this TS, decreases the sample size without 

guarantee to obtain stationary time series. In this research, the annual water demand TS should be used as it is in 

any task related to forecasting. 
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Figure 6: (a) Annual MWD in Hail region (b) Sample autocorrelation function of annual MWD time series 

3.1. BP-FF-ANN 

An ANN model is first developed for predicting annual MWD in Hail region. The proposed ANN is a feed-

forward four layer perceptron (one input layer, two hidden layers and one output layer). The maximum number 

of inputs is chosen to be the five previous municipal water demands (𝑀𝑊𝐷 𝑡 − 1 , 𝑀𝑊𝐷 𝑡 − 2  , 𝑀𝑊𝐷 𝑡 −

3, 𝑀𝑊𝐷𝑡−4, 𝑀𝑊𝐷(𝑡−5)). This choice is dictated by the limited number of available data. A schematic 

representation of the used ANN is depicted in Figure 7. 

 

 

 

 

 

 

 

 

 

 

 

 

𝑀𝑊𝐷 𝑡 − 1  

𝑀𝑊𝐷 𝑡 − 5  

𝑀𝑊𝐷 𝑡 − 4  

𝑀𝑊𝐷 𝑡 − 3  

𝑀𝑊𝐷 𝑡 − 2  

𝑀𝑊𝐷 𝑡)
− 1  

Output Input Hidden 

Figure 7: Block diagram of the proposed ANN with five inputs for annual MWD forecastin 

The number of neurons in each layer and the activation functions have been decided by trial and error 

procedure. Table 1 presents the results of the annual MWD using feed-forward multilayer perceptron ANN with 

different architectures. For comparison purposes against other techniques, the number of inputs has been varied 

from 1 to 5 (𝑀𝑊𝐷 𝑡 − 1 , 𝑀𝑊𝐷 𝑡 − 2 , 𝑀𝑊𝐷 𝑡 − 3 , 𝑀𝑊𝐷 𝑡 − 4 , 𝑀𝑊𝐷(𝑡 − 5)). The good fit of the 

forecasted values is measured via the mean average percentage error (MAPE), the coefficient of determination 

(R2), the root mean squared error (RMSE) and the average absolute relative error (AARE) defined as follows 

[61]: 

𝑀𝐴𝑃𝐸 =
100

𝑁
 

 𝑦𝑖 − 𝑦𝑖 
𝑦  

𝑁

𝑖=1

 

(6) 

𝑅2 =

1
𝑁

 (𝑦𝑖 − 𝑦 𝑖)
2𝑁

𝑖=1

1
𝑁

 (𝑦𝑖 − 𝑦 )2𝑁
𝑖=1

 

(7) 
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𝑅𝑀𝑆𝐸 =  
1

𝑁
 (𝑦𝑖 − 𝑦 𝑖)

2

𝑁

𝑖=1

 

  (8) 

𝐴𝐴𝑅𝐸 =
100

𝑁
  

𝑦𝑖 − 𝑦 𝑖
𝑦𝑖

 

𝑁

𝑖=1

 

   (9) 

where 𝑦 𝑖  is the forecasted water demand, 𝑦𝑖  is the 𝑖𝑡  actual water demand, 𝑦  is the mean water demand and N is 

the number of observations. As no direct method exists to determine the best number of inputs for the ANN, we 

have resort to try different historical lags combinations. We started by using the two previous water demands 

(𝑀𝑊𝐷 𝑡 − 1  and 𝑀𝑊𝐷 𝑡 − 2 ) as inputs and we have after that increased this number of  neurons in the 

hidden layers as well as the activation functions have been decided through a trial and error procedure. 

Table 1: Structure and Performance Indicators of the Best BP-FF-ANN(P) 

Best model structure Performance measures 

Model Architecture Input variables Neurons Activation 

function 

Training 

algorithm 

𝐌𝐀𝐏𝐄 𝐑𝟐 𝐑𝐌𝐒𝐄 𝐀𝐀𝐑𝐄 

BP − FF

− ANN(2) 

1 − 2 − 1 𝑀𝑊𝐷 𝑡 − 1  

𝑀𝑊𝐷 𝑡 − 2  

15 − 15

− 15 − 1 

tansig, 

tansig, 

tansig, 

purelin 

𝐶𝐺𝐵 13.6296 0.7162 584.2048 10.3031 

BP − FF

− ANN(3) 

1 − 2 − 1 𝑀𝑊𝐷 𝑡 − 1  

, … 

𝑀𝑊𝐷 𝑡 − 3  

15 − 15

− 15 − 1 

tansig, 

tansig, 

tansig, 

purelin 

𝐶𝐺𝐵 6.4407 0.8693 382.699 5.7361 

BP − FF

− ANN(4) 

1 − 2 − 1 𝑀𝑊𝐷 𝑡 − 1  

, … 

𝑀𝑊𝐷 𝑡 − 4  

15 − 15

− 15 − 1 

tansig, 

tansig, 

tansig, 

purelin 

𝐶𝐺𝐵 26.6907 -1.0216 1431.1 19.3547 

BP − FF

− ANN(5) 

1 − 2 − 1 𝑀𝑊𝐷 𝑡 − 1  

, … 

𝑀𝑊𝐷 𝑡 − 5  

15 − 15

− 15 − 1 

tansig, 

tansig, 

tansig, 

purelin 

𝐶𝐺𝐵 116.3321 -

39.3343 

5488.2 106.5136 

 

Table 1 shows the structure and the performance indicators of the best BP − FF − ANN(p), where 𝑝 is the 

number of inputs, 𝑝 = 2, … ,5 (inputs here are the 𝑝 previous annual 𝑀𝑊𝐷𝑠). Figure 8 shows the observed 

𝑀𝑊𝐷 in Hail region versus the forecasted values.  

Due to the lack of variables that can affect the annual 𝑀𝑊𝐷 such as average annual water bill, population, 

number of households, gross national product and number of subscribers, etc [14] we were limited only to the 

use of historical records of annual 𝑀𝑊𝐷. 

 
Figure 8: Forecasted and observed annual MWD for Hail region obtained with ANN based methods (a)  BP-

FF-ANN(2)  (b)  BP-FF-ANN(3)  (c)  BP-FF-ANN(4)  (d)  BP-FF-ANN(5) 
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BP − FF − ANN(3) is found to outperform BP − FF − ANN(2), whereas BP − FF − ANN(4) and BP − FF −

ANN(5) deteriorate giving bad forecasts for both training and validation data. MAPE was found to be 6.4407% 

and R2 equal to 0.8693. BP − FF − ANN(3) is found to be the best model because it has the highest R2   
and the 

minimum MAPE. We remember here, that, after using many training algorithms such as 𝐿𝑀  𝐿𝑒𝑣𝑒𝑛𝑏𝑒𝑟𝑔 −

𝑀𝑎𝑟𝑞𝑢𝑎𝑟𝑑𝑡, 𝑅𝑃(𝑅𝑒𝑠𝑖𝑙𝑖𝑒𝑛𝑡 𝐵𝑎𝑐𝑘 𝑃𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛), 𝐶𝐺𝐵(𝐶𝑜𝑛𝑗𝑢𝑔𝑎𝑡𝑒 𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 𝑃𝑜𝑤𝑒𝑙𝑙−𝐵𝑒𝑎𝑙𝑒), we found that 

the 𝐶𝐺𝐵 training algorithm is the best one [17]. 

 

3.2. Auto-Regressive (AR) Time Series 

In this section, the auto-regressive (𝐴𝑅) time series is used to predict annual water demand in Hail region. The 

𝐴𝑅 time series has the advantage of forecasting values of a 𝑇𝑆 using only historical data. However, it is known 

to require stationary data having at least 50 values. Since the size of the records available for this study is 

limited to 15 values, and since the annual 𝑀𝑊𝐷𝑇𝑆 has been demonstrated to be non-stationary, we intend here 

to try the feasibility of the forecasting task even in these conditions. The adopted 𝑇𝑆 model is here given by: 

𝐴 𝑧 . 𝑦 𝑡 = 𝑒(𝑡) (10) 

 𝐴 𝑧 = 1 + 𝑎1𝑧
−1 + 𝑎2𝑧

−2 + ⋯ + 𝑎𝑝𝑧
−𝑝  

 𝑝 is the 𝐴𝑅 model order 

 𝑧−1 is the delay operator 

 𝑎1 , 𝑎2,…, 𝑎𝑝  are the regression coefficients 

 e(t) is a white-noise signal 

 y t  is the actual annual 𝑀𝑊𝐷 

Although its size is limited, the 𝑇𝑆 is divided into two subsets (one sub-set for developing the model and the 

other one for validating the model). Similarly to the study using the artificial neural networks, the maximum 

value for the order 𝑝 is pre-set to five. Then, four AR models  respectively denoted 𝐴𝑅 2 , 𝐴𝑅 3 , 𝐴𝑅 4  and 

𝐴𝑅 5  are used to investigate the relationship between the current 𝑀𝑊𝐷 and its 𝑝 previous values. All 

computations are performed in Matlab environment. 

Although it has been found to violate the stationarity condition, the annual water demand in Hail region 𝑇𝑆, 

has been used to adjust the parameters of the AR models having the advantage of being simple and can be 

easily implemented [17]. The results obtained using the ′AR′ command of Matlab are summarized in Table 2. 

Table 2: Structure and Performance Indicators of the Auto-Regressive (AR) Time Series 
Model Variables Training 

data 

Validation 

data 

Performance measures 

𝒂𝟏 𝒂𝟐 𝒂𝟑 𝒂𝟒 𝒂𝟓 𝑴𝑨𝑷𝑬 𝑹𝟐 𝑹𝑴𝑺𝑬 𝑨𝑨𝑹𝑬 𝑨𝑰𝑪 

𝐴𝑅(1) - - - - - from 2000 

 to 2010 

from 2001 

 to 2014 

23.5568 0.4999 7.9096×

10
10

 

24.1668 32.0026 

𝐴𝑅(2) -

0.8712 

-

0.006811 

− − − from 2000 

 to 2010 

from 2002 

 to 2014 

20.0472 0.5202 7.5963×

10
10

 

17.2452 32.1425 

𝐴𝑅(3) -

0.8687 

-0.07489 0.00933 − − from 2000 

 to 2010 

from 2003 

 to 2014 

20.8710 0.4340 7.9654×

10
10

 

18.7524 32.4828 

𝐴𝑅(4) -

0.8596 

-0.08748 -

0.05088 

0.09352 − from 2000 

 to 2010 

from 2004 

 to 2014 

22. 

4161 

0.2429 7.6473×

10
10

 

21.0137 32.8541 

𝐴𝑅(5) -

0.9756 

-0.09482 -

0.08161 

-0.199 0.1724 from 2000 

 to 2010 

from 2005 

 to 2014 

21. 

2325 

0.1603 7.9186×

10
10

 

22.7122 33.0201 

 

In addition to the performance criteria used for the 𝐴𝑁𝑁 models, the Akaike Information Criterion (𝐴𝐼𝐶) is used 

here to measure the relative quality of the developed 𝐴𝑅 models for the given set of data. It provides a mean of 

model selection regardless the quality of the models themselves. 

Figure 9 shows the observed and forecasted annual 𝑀𝑊𝐷 of Hail region obtained from auto-regressive 

𝑇𝑆 models. From the obtained results, it appears that all the developed models have relatively low 𝑅2 values 

ranging from 0.1603 (for 𝐴𝑅 5 ) to 0.5202 (for 𝐴𝑅 2 ). 𝐴𝑅 2  is found to be the best model with the best 

𝑀𝐴𝑃𝐸, 𝑅2, 𝑅𝑀𝑆𝐸 and 𝐴𝐴𝑅𝐸. In fact, it has the highest coefficient of determination. Moreover, 𝐴𝑅 2  has the 

smallest 𝐴𝐼𝐶 value (32.1425) which means that regardless the relatively moderate quality of the 𝐴𝑅 models, it 

appears to be the best one. Intuitively, we have tried the 𝐴𝑅(1) and we discovered that the performance 

deteriorate in terms of 𝑀𝐴𝑃𝐸 and 𝑅2. 
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Figure 9: Forecasted and observed annual MWD for Hail region obtained with TS AR based methods (a)  AR(5)  

(b)  AR(4)  (c)  AR(3)  (d)  AR(2) 

 

3.3. Particle Swarm Optimization for annual MWD prediction 

Since it is based on stochastic 𝑇𝑆, modeling annual 𝑀𝑊𝐷 in Hail region is classified from an optimization point 

of view as a difficult problem. Moreover, minimizing the error between the forecasted and observed 𝑇𝑆 of 

annual 𝑀𝑊𝐷 (function of the forecasting model parameters) is in general non-convex. Classical optimization 

techniques used to solve this problem can easily fall into local minima. For these reasons, we have resort to a 

general technique of optimization (the PSO) to tune the parameters of the forecasting models. In order to 

perform a comparative study between the proposed methods, the AR model structure is adopted here and the 

PSO is used to tune its parameters.  

Let 𝑋 = 𝑎1, 𝑎2, …𝑎𝑝  be the position of a particle in the swarm. 𝑎1, 𝑎2, … and …𝑎𝑝  are the coefficients of the 

autoregressive model presented in (11). Four models, respectively named 𝑃𝑆𝑂 − 𝐴𝑅(2),… , 𝑃𝑆𝑂 − 𝐴𝑅(5)  are 

developed and tested for fitting annual water demand. The fitness function to be minimized is defined as the 

squared sum error between the forecasted and the observed values. The problem to be solved is: 

 
  
 

  
 𝑚𝑖𝑛  𝑦𝑖 𝑡 − 𝑦𝑖  𝑡  

2
𝑁

𝑖=1

𝑦𝑖  𝑡 =  𝑎𝑗

𝑝

𝑗=1

𝑦(𝑡 − 𝑗) + 𝑒(𝑡)

  

(11) 

The following synthesis parameters of the PSO have been adopted: 𝑛𝑏_𝑝𝑎𝑟𝑡 = 20, 𝑛𝑏_𝑣𝑎𝑟 = 𝑝, 𝑐1 = 𝑐2=1.49, 

𝑤𝑚𝑎𝑥 = 0.9 and 𝑤𝑚𝑖𝑛 = 0.4. The stopping criterion is chosen to be a maximum number of iterations: 

𝑚𝑎𝑥𝐼𝑡𝑒𝑟_𝑛𝑏 = 100 [56]. 

For brevity, only results for the optimal parameters of 𝑃𝑆𝑂 − 𝐴𝑅 models and the performance indicators are 

presented without details of the PSO-based approach implementation. The results are summarized in Table 3. 

Plots of the estimated and observed values are depicted in Figure10. From the obtained results, it is concluded 

that the 𝑃𝑆𝑂 − 𝐴𝑅(2) outperforms the three other approaches in terms of the four performance indicators. In 

fact, it has the best 𝑀𝐴𝑃𝐸  18.0845 , 𝑅2 0.6210 , 𝑅𝑀𝑆𝐸 6.7753 × 104  𝑎𝑛𝑑 𝐴𝐴𝑅𝐸 18.9673 . This result 

was predictable because this method operates using more data than the other methods. Moreover, minimizing 

the search-space dimensions provides to the PSO the opportunity to search in a less complicated environment. 
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Table 3: Structure and Performance Indicators of PSO-Based Approaches 

Model Optimal parameters Performance measures 

𝒂𝟏 𝒂𝟐 𝒂𝟑 𝒂𝟒 𝒂𝟓 𝑴𝑨𝑷𝑬 𝑹𝟐 𝑹𝑴𝑺𝑬 𝑨𝑨𝑹𝑬 

𝑷𝑺𝑶 − 𝑨𝑹(𝟐) 1.0068 0.0662 − − − 18.0845 0.6210 6.7753× 𝟏𝟎𝟒 18.9673 

𝑃𝑆𝑂 − 𝐴𝑅(3) 1.0028 -0.0132 0.1105 − − 20.7993 0.6066 7.4519× 104 23.3042 

𝑃𝑆𝑂 − 𝐴𝑅(4) 0.9804 -0.1741 0.1847 0.1284 − 23.6603 0.5508 8.1203× 104 27.6980 

𝑃𝑆𝑂 − 𝐴𝑅(5) 0.9805 -0.1699 0.1835 0.1273 0.0000 25.1913 0.4189 8.7947× 104 28.2362 

 
Figure 10: Forecasted and observed annual MWD for Hail region obtained with PSO-AR based methods (a)  

PSO-AR(2)  (b)  PSO-AR(3)  (c)  PSO-AR(4)  (d)  PSO-AR(5) 

 

3.4. Comparative analysis of the annual MWD forecasts 

In this section, the forecasting capabilities of the best 𝐴𝑅, 𝐴𝑁𝑁 𝑎𝑛𝑑 𝑃𝑆𝑂 based models for predicting annual 

𝑀𝑊𝐷 in Hail region are compared. The performance indicators of the best 

𝐵𝑃 − 𝐹𝐹 − 𝐴𝑁𝑁 3 , 𝐴𝑅 2 𝑎𝑛𝑑 𝑃𝑆𝑂 − 𝐴𝑅 2  are summarized in Table 4 below. 

Table 4: Comparison of the Performance Indicators of the Three Best Forecasters 

Model 𝑀APE 𝑹𝟐 𝑹𝑴𝑺𝑬 𝑨𝑨𝑹𝑬 

𝑩𝑷-𝑭𝑭-𝑨𝑵𝑵(𝟑) 6.4407 0.8693 382.699 5.7361 

𝐴𝑅 2  20.0472 0.5202 7.5963× 1010 17.2452 

𝑃𝑆𝑂-𝐴𝑅 2  18.0845 0.6210 6.7753× 104 18.9673 
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Results show that BP − FF − ANN 3  outperforms the two other approaches in terms of all performance 

indicators. In fact, it provides the best results with lowest 𝑀𝐴𝑃𝐸 𝑜𝑓 6.4407% and lowest 𝐴𝐴𝑅𝐸 𝑜𝑓 5.7361%. 

Moreover, it provides the highest 𝑅2  𝑜𝑓 0.8693 (for both training and testing sets) and a 

lowest 𝑅𝑀𝑆𝐸 𝑜𝑓 382.699. Although it takes more time in looking for the best synthesis parameters, the 𝐴𝑁𝑁 

based forecaster is found to be the best approach for predicting annual 𝑀𝑊𝐷 in Hail region. The 𝐴𝑁𝑁 

technique is found to provide better results with limited amount of data. Since the data set has been partitioned 

into two sub-sets: training and testing, and both sub-sets have been used for model validation, the training data 

give a 100% degree of accuracy in fitting observed and forecasted annual 𝑀𝑊𝐷. The 𝐴𝑁𝑁- based approach is 

found here to be insensitive to the data non-stationarity. This approach produces a highest level of accuracy if 

we use a large number of samples, which is unfortunately unavailable. To finish this discussion, we can indicate 

(based in Table 4 values) that the 𝐴𝑅 𝑎𝑛𝑑 𝑡𝑒 𝑃𝑆𝑂 − 𝐴𝑅 forecasters have moderate and comparable forecast 

accuracy with little superiority of 𝑃𝑆𝑂 − 𝐴𝑅(2). 

4. Conclusions and Recommendations 

Water utilities in Hail region need to know what the water demand for today, tomorrow [1], next month and next 

ten years will be, to ensure the water needs in the best conditions. 

In this study, three frameworks from the fields of traditional stochastic time-series (𝑆𝑇𝑆), artificial neural 

networks (𝐴𝑁𝑁) and swarm intelligence (𝑃𝑆𝑂) have been used to model one-year-ahead municipal water 

demand in Hail region, Saudi Arabia. A data set composed of 15 records (from 2000 to 2014) collected from 

Hail Directorate of Water (𝐻𝐷𝑊) has been divided into two sub-sets: model development sub-set and model 

validation sub-set. Since many explanatory variables that affect annual MW consumption (such as water bill, 

population,…) are non-available, we were limited to the historical values of monthly 𝑀𝑊𝐷 to model its future 

values. The 𝐴𝑁𝑁 approaches require data re-scaling whereas the 𝑆𝑇𝑆-based approaches require the original data 

to be stationary (or eventually stationarized). 𝑃𝑆𝑂-based approaches do not require any special condition since 

they are based on error function (between actual and forecasted water consumptions) computation. The best 

model is then selected on the basis of its performance as measured by the mean absolute of percentage error 

(𝑀𝐴𝑃𝐸), the coefficient of determination (𝑅2), the root mean square error (𝑅𝑀𝑆𝐸) and the average absolute 

relative error (𝐴𝐴𝑅𝐸). Three approaches, namely 𝐵𝑃-𝐹𝐹-𝐴𝑁𝑁, 𝐴𝑅, and 𝑃𝑆𝑂-𝐴𝑅 have been developed and 

investigated. All these methods lead to relatively "good" fit and found to be adequate judged by their 

performance indices. Results show that by using the ANN-based approach, the overall forecasting errors have 

been significantly reduced. The ANN approach is found to be the most parsimonious model compared to other 

approaches. To the best knowledge of the author, this research is the first study that concerns with water 

resources in Hail region, Saudi Arabia. Future municipal water demand forecasting models are developed and 

tested. Consequently, water consumption is analyzed. From this study, the following recommendations can be 

mentioned: 

 Since forecasting annual 𝑀𝑊𝐷 is classified as long-range, it can participate to efficient planning and 

management of existing water supply system. Hail water utilities can take benefit from the results of 

this study to develop efficient plans for optimized system operation and eventual future expansions. 

 Results obtained for annual 𝑀𝑊𝐷 by similar studies ([10], [11]) demonstrated that using other 

explanatory variables (such as population statistics, water bill, subscribers’ number, climatic 

variables, etc) can improve forecasting results accuracy. 

 Hail water utilities can use this study in balancing water need and supply and reducing water loss. 

 The developed annual 𝑀𝑊𝐷 in Hail region are fundamental in taking decisions in water 

management issues [13]. Establishing efficient pricing policies, planning new system developments 

and optimizing sizes and operation procedures of the supply system (pumps, reservoirs) are among 

these issues. 

As in [11], a future issue will be based on forecasting climatic and socio-economic variables first and after that 

use them to forecast water consumption. 
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