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Abstract Many physical problems are described mathematically in terms of partial differential equations. 

Solutions to these equations may develop discontinuities even for smooth initial conditions. Also, the use of 

uniform meshes for the solution of hyperbolic conservation laws with shocks and other discontinuities can be 

computationally expensive and inefficient. To improve on the efficiency of the methods, reduce the 

computational cost and resolve the discontinuities that may arise in the solution of conservation laws, adaptive 

finite volume methods are required. In this paper, an adaptive finite volume method based on averaging 

essentially non-oscillatory (AENO) reconstruction on unstructured triangular meshes has been proposed. To 

achieve the proposed method, an AENO reconstruction technique in two space dimensions using the generalized 

multiquadric radial basis function has been developed, a stencil selection algorithm using a metric has been 

defined, and a mesh adaptivity algorithm based on an error indicator has been constructed and incorporated in 

the Arbitrary high order DERivative method. High order accuracy in space is achieved by the generalized 

multiquadric interpolation, high order accuracy in time is achieved by a high order flux evaluation method 

which is accomplished by solving the generalized Riemann problem across cell interfaces, while mesh 

adaptation algorithm which depends on an error indicator which in turn relies on the multiquadric interpolation 

is used for refinement and coarsening of regions of the solution domain that contain discontinuities. The 

proposed method has been applied to solve some two-dimensional hyperbolic conservation laws and it has 

demonstrated high adaptive qualities. 

 

Keywords hyperbolic conservation laws, AENO reconstruction, finite volume methods, multiquadrics, ADER 

flux evaluation 

1. Introduction  

Conservation laws are time-dependent partial differential equations (PDEs) that mathematically express the 

principles of conservation and provide effective and accurate predictive models of the physical world 

(Hesthaven, 2018). One of the most successful methods for the solution of hyperbolic conservation laws are 

those based on high-resolution finite volume methods (LeVeque, 2002). To formulate high-resolution finite 

volume methods, high order reconstruction methods are combined with single-step or multistep time-stepping 

methods. Some commonly used reconstruction methods are the essentially non-oscillatory (ENO) and weighted 

essentially non-oscillatory (WENO) methods (Shu, 2009).  

Recently, the AENO reconstruction was introduced in (Toro et al., 2021). In the AENO technique, the stencil 

with the smoothest recovery function is located. An average of that stencil and its nearest neighbour is then 

obtained to give the AENO method. In the AENO method of (Toro et al., 2021), reconstruction was carried out 

using polynomials. However, when using polynomials, the size of each stencil is required to match the 

dimension of the polynomial space used. This reduces the flexibility in the stencil selection. This restriction is 
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particularly severe for unstructured meshes, where for the sake of numerical stability, enhanced flexibility in 

stencil selection is very important (Abgrall, 1994). Recently, radial basis functions (RBFs) are preferred over 

polynomials because of their good interpolation properties as well as their ability to be applied on different 

geometries (Siviglia et al., 2022; Wright, 2003). 

Time discretization in finite volume method is carried out by the Runge-Kutta method or the Arbitrary high 

order DERivative (ADER) method. It was shown in (Ruuth and Spiteri, 2002) that the time accuracy order of 

any Runge-Kutta method is essentially limited which in turn limits the accuracy order of the entire finite volume 

method. The ADER method is an explicit one-step finite volume scheme proposed in (Toro and Millington, 

2001; Toro et al., 2021). Titarev and Toro (2002), Titarev and Toro (2002), and Toro and Titarev (2005) further 

developed the ADER method to high order finite volume method. The finite volume ADER method combines 

high order polynomial reconstruction from cell averages with high order flux evaluation (Schwartzkopff et al., 

2002). The flux evaluation is done by solving generalized Riemann Problems across the cell interfaces, that is, 

boundaries of adjacent control volumes. Thus, the finite volume ADER scheme can be seen as a generalization 

of the classical first order Godunov scheme to arbitrary high orders (Toro et al., 2001; Schwartzkopff et al., 

20024).    

Solutions to nonlinear conservation equations develop discontinuities even for smooth initial conditions (Xu, 

2020). The use of uniform meshes for the solution of hyperbolic conservation laws with discontinuities can be 

computationally expensive and inefficient. To improve the efficiency of the method and reduce the 

computational cost, adaptive meshes are preferred (Zahr and Personn, 2020). In mesh adaptivity, an error 

indicator is defined to help determine whether a cell lies in a smooth region or in a region of discontinuity. If it 

lies in a region of discontinuity, then that portion of the computational domain is refined or coarsened through 

adaptive processes (Park et al. 2012).  

The aim of this work is to develop an adaptive finite volume method based on high order AENO reconstruction 

using the multiquadric interpolation. The propose method is applied to solve some hyperbolic conservation 

equations.  

The paper is organized as follows. In section 2, the formulation of the finite volume method is discussed. In 

section 3, the general framework of the multiquadric interpolation is presented. We described the AENO 

reconstruction technique based on multiquadric interpolation in section 4 while the ADER methodology is given 

in section 5. Lastly, section 6 discusses adaptivity while section 7 contains some numerical applications 

illustrating the good performance of the proposed method. 

 

2. The Finite Volume Method 

We consider the scalar conservation law  

(2.1)                                       𝑢𝑡 + ∇ ∙ 𝑭(𝑢) = 0     in    ℝ
+ × ℝ𝑑,        

with initial condition 

(2.2)                                         𝑢(𝒙, 0) = 𝑢0(𝒙) ,   𝒙  in   ℝ
𝑑                 

where  𝑢 ≡ 𝑢(𝒙, 𝑡): 𝐼 × Ω → ℝ  for an open bounded computational domain Ω and time interval 𝐼 ≔ (0, 𝜏), with 

𝑭(𝑢) = (𝑓1(𝑢), … , 𝑓𝑑(𝑢))
𝑇
, denoting the corresponding flux function. We also equip Eq. (2.1) with suitable 

boundary conditions.  

The finite volume method for the solution of Eq. (2.1) and Eq. (2.2) is obtained as follows: firstly, the spatial 

domain  Ω ⊂ ℝ𝑑  is divided into a collection of control volumes that cover the domain completely. The control 

volumes can be referred to as cells, elements, or triangles. Let  𝒯  denote a tessellation of a domain  Ω  with 

control volumes  𝑇 ∈ 𝒯  such that ∪𝑇∈𝒯 𝑇̅ = Ω̅ in each control volume. The time interval is then partitioned into 

subintervals [𝑡𝑛, 𝑡𝑛+1] of length  ∆𝑡𝑛 = 𝑡
𝑛+1 − 𝑡𝑛 , with  𝑡0 = 0 and 𝑡𝑁 = 𝜏 (𝑛 = 0, 1, … , 𝑁 − 1). Integrating 

Eq. (2.1) over a space-time control volume [𝑡𝑛, 𝑡𝑛+1] × 𝑇, 𝑇 ∈ 𝒯  yields 

(2.3)         𝑢̅𝑇(𝑡
𝑛+1) = 𝑢̅𝑇(𝑡

𝑛) −
1

|𝑇|
(∑∫ ∫ 𝑭(𝑢) ∙ 𝒏𝑗

Γ𝑗

𝑑𝑠 𝑑𝑡
𝑡𝑛+1

𝑡𝑛

𝑑+1

𝑗=1

) ,   𝑛 = 0, 1, … , 𝑁 − 1 

where   
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𝑢̅𝑇(𝑡
𝑛) =

1

|𝑇|
∫𝑢(𝑡𝑛, 𝑥)𝑑𝑥
𝑇

, for   𝑛 = 0, 1, … , 𝑁 

is the cell average of the solution in triangle 𝑇 ∈ 𝒯𝑛   at time  𝑡 = 𝑡𝑛,  |Γ𝑗|,  𝑗 = 1, 2, … , 𝑑 + 1, denotes the length 

of the edges of the control volume and  𝒏𝑗  is the outer normal vector of the edge  Γ𝑗. Finally,  |𝑇|  is the volume 

of triangle  𝑇. 

We approximate Eq. (2.3) by the following one-step finite volume scheme   

(2.4)                                                                 𝑢̅𝑇
𝑛+1 = 𝑢̅𝑇

𝑛 −
∆𝑡

|𝑇|
∑ 𝐹̃𝑇,𝑗

𝑛

𝑑+1

𝑗=1

 ,      

where  ∆𝑡 = 𝑡𝑛+1 − 𝑡𝑛  and  𝑢̅𝑇
𝑛  is an approximation to  𝑢̅𝑇(𝑡

𝑛). The numerical flux  𝐹̃𝑇,𝑗
𝑛   across each boundary  

Γ𝑗 , 𝑗 = 1, 2, 3  of the control volume  𝑇 ∈ 𝒯  during the time interval  [𝑡𝑛, 𝑡𝑛+1]  is an approximation to the 

time-average of the physical flux:  

(2.5)                                                        𝐹̃𝑇,𝑗
𝑛 =

1

∆𝑡
∫ (∫ 𝑭(𝑢) ∙ 𝒏𝑗

𝜕𝑇𝑗

𝑑𝑠) 𝑑𝑡
𝑡𝑛+1

𝑡𝑛
.        

Therefore, if we discretize the spatial integral over the face of the control volumes and the time integral in Eq. 

(2.5) using a suitable Gaussian numerical quadrature, the numerical flux will be given by    

(2.6)                                      𝐹̃𝑇,𝑗
𝑛 =∑𝛼𝑞|𝜕𝑇𝑗|

𝑁𝑡

𝑞=1

∑𝛽𝑟𝑭(𝑢 (𝑡𝐺𝑞, 𝒙𝐺𝑟)) ∙

𝑁𝑥

𝑟=1

𝒏𝑗 ,    

where   𝛼𝑞  and  𝛽𝑟  are the weights of the Gaussian quadrature rule and  𝑡𝐺𝑞 and  𝒙𝐺𝑟  are the corresponding 

integration points with respect to time and space. 𝑁𝑡  and  𝑁𝑥  are the numbers of integration points.  

We wish to state here that Eq. (2.4) is a low order (finite volume) method. However, higher order 

approximations to Eq. (2.1) and Eq. (2.2) can be retrieved using high order reconstruction techniques. To avoid 

spurious oscillations near steep gradients and discontinuities, we employ the AENO reconstruction technique 

depending on the multiquadric radial basis function interpolation. We present radial basis function interpolation 

of cell averages using the generalized multiquadrics in the next section. 

 

3. Radial basis function interpolation of cell averages 

Given a conforming triangulation  𝒯 and a fixed cell  𝑇 ∈ 𝒯, we consider a stencil 𝑆 = {𝑇1, … , 𝑇𝑛} of size 𝑛 

where we assume 𝑇 lies in 𝑆. We define the bounded linear functional  𝜆𝑖  associated with 𝑇𝑖  to be the cell 

average operator, that is, for a function 𝑢, 

𝜆𝑖𝑢 = 𝑢̅𝑖 =
1

|𝑇𝑖|
∫ 𝑢(𝒙)𝑑𝑥
𝑇𝑖

       for  𝑇𝑖 ∈ S  and  𝑢(𝒙) ≡ 𝑢(𝑡, 𝒙),  

where  𝜆𝑖 is the cell average operator for 𝑇𝑖 . We assume that the functionals {𝜆𝑖}𝑖=1,…,𝑛 are linearly independent.  

The interpolant is then of the form  

(3.1)                                          𝑠(𝒙) =∑𝑐𝑗𝜆𝑗
𝑦
𝜙(‖𝒙 − 𝒚‖)

𝑛

𝑗=1

+ 𝑝(𝒙),     𝑝 ∈ Π𝑚−1
𝑑     

where  

(3.2)                                           𝜆𝑖𝑠 = 𝑢̅𝑖  ,    𝑖 = 1, 2, … , 𝑛.                

𝜆𝑗
𝑦
𝜙(‖𝒙 − 𝒚‖) =

1

|𝑇𝑖|
∫ 𝜙(‖𝒙 − 𝒚‖)𝑑𝑦
𝑇𝑖

      for  𝑇𝑖 ∈ S , 

where  𝜙(‖∙‖): ℝ𝑑 → ℝ  is a fixed radial function with respect to the Euclidean norm  ‖∙‖ on  ℝ𝑑   and  𝜆𝑗
𝑦

  

denotes the action of the functional 𝜆𝑗 on variable 𝑦.  

We consider solving Eq. (3.1) under the constraints   

∑𝑐𝑗𝜆𝑖
𝑥𝑝𝑗(𝒙)

𝑛

𝑖=1

= 0,        𝑗 = 1,2, … , 𝑞. 

This leads to an (𝑛 + 𝑞) × (𝑛 + 𝑞) linear system of the form 
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[
Ф 𝑃

𝑃𝑇 0
] [
𝒄

𝒅
] = [

𝑢

0
] 

with  𝒄 = (𝑐1, … , 𝑐𝑛)
𝑇 , 𝒅 = (𝑑1, … , 𝑑𝑚)

𝑇 , Ф = (𝜆𝑖
𝑥𝜆𝑗

𝑦
 𝜙(‖𝒙 − 𝒚‖)) ∈ ℝ𝑛×𝑛,   

𝑃 = (𝜆𝑖𝑝𝑗(𝑥)) ∈ ℝ
𝑛×𝑞 ,  and  𝑢 = (𝑢̅1, … , 𝑢̅𝑛)

𝑇 ∈ ℝ𝑛.  

3.1 The generalized multiquadric interpolation  

We now make the specific choice 𝜙 ≡ 𝜙𝛽: [0,∞) → ℝ in Eq. (3.1) where   

𝜙𝛽(𝑟) = [1 + (𝜀𝑟)
2]𝛽 ,     𝜀, 𝛽 > 0, 

with order  𝑚 = ⌈𝛽⌉. 

For 𝑑 = 2, the interpolant for 𝛽 =
1

2
  is 

𝑠(𝒙) =∑𝑐𝑖𝜆𝑖
𝑦
𝜙(1 + 𝜀2‖𝒙 − 𝒚‖2)

1

2

𝑛

𝑖=1

+ 𝑑1. 

The interpolant for 𝛽 =
3

2
  and 𝑥 = (𝑥1, 𝑥2) is  

𝑠(𝒙) =∑𝑐𝑖𝜆𝑖
𝑦
𝜙(1 + 𝜀2‖𝒙 − 𝒚‖2)

3

2

𝑛

𝑖=1

+ 𝑑1 + 𝑑2𝑥1 + 𝑑3𝑥2. 

with order 𝑚 = 2, and for 𝛽 =
5

2
   

𝑠(𝒙) =∑𝑐𝑖𝜆𝑖
𝑦
𝜙(1 + 𝜀2‖𝒙 − 𝒚‖2)

5

2

𝑛

𝑖=1

+ 𝑑1 + 𝑑2𝑥1 + 𝑑3𝑥2 + 𝑑4𝑥1
2 + 𝑑5𝑥1𝑥2 + 𝑑6𝑥2

2 

with order 𝑚 = ⌈
5

2
⌉ = 3.  

3.2 Lagrange representation of multiquadric interpolants 

The Lagrange representation of the generalized multiquadric interpolants  𝑠, in Eq. (3.1) is given by   

𝑠(𝒙) =∑𝐿𝑖(𝒙)𝜆𝑖(𝑢)

𝑛

𝑖=1

 

where the Lagrange basis function 𝐿𝑖 , 𝑖 = 1, … , 𝑛 is uniquely defined by the cardinal interpolation conditions  

𝜆𝑖 (𝐿𝑗(𝒙)) = {
1,   for  𝑖 = 𝑗,

0,   for 𝑖 ≠ 𝑗
 

in combination with the side conditions  

∑𝐿𝑖(𝒙)𝑝(𝒙𝑖)

𝑛

𝑖=1

= 𝑝(𝒙)       for all  𝑝 ∈ Π𝑚−1
𝑑  

requiring exact reconstruction of polynomials in  Π𝑚−1
𝑑 . 

The Lagrange basis functions 𝐿(𝒙) = (𝐿1(𝑥), … , 𝐿𝑛(𝑥)) can be evaluated at any fixed  𝒙 ∈ ℝ𝑑 by the solution 

of the linear system  

[
Ф 𝑃

𝑃𝑇 0
] [
𝐿(𝒙)

𝜇(𝒙)
] = [

𝑅(𝒙)

𝑆(𝒙)
] 

or  

𝐴𝜐(𝒙) = 𝑏(𝒙) 

where 

𝑅(𝒙) = (𝜆𝑖
𝑦
 𝜙(‖𝒙 − 𝒚‖))

𝑖=1,…,𝑛
,   𝑆(𝒙) = (𝑝1(𝑥), … , 𝑝𝑚(𝑥)) ∈ ℝ

𝑚. 

 

4. Non-oscillatory reconstruction 

We shall now apply the multiquadric interpolation to a non-oscillatory method for the reconstruction step of 

finite volume methods. We will use the Averaging ENO (AENO) method of Toro et al., (2021) in the RBF 

context. The advantage of RBFs over polynomials is the ability to deal with a stencil with a variable number of 

elements. The AENO method of Toro et al., (2021) was developed using polynomials in one space dimension. 
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In this work, we seek to extend the implementation to two space dimensions on triangular meshes using the 

multiquadric radial basis function.  

4.1 Averaging essentially non-oscillatory (AENO) reconstruction  

In the AENO reconstruction, as presented in Toro et al., (2021), instead of choosing one least oscillatory 

recovery function, we consider another function, the closest to the ENO recovery function and take the average 

of the two. The general procedure is as follows: 

i. suppose we have 𝑘 stencils  𝑆1, 𝑆2, … , 𝑆𝑘 of size 𝑁. For each stencil, define a multiquadric interpolant   

𝑠𝑙(𝒙) =∑𝑐𝑖
(𝑙)𝜆𝑖

𝑦
𝜙(‖𝒙 − 𝒚‖)

𝑛

𝑖=1

+∑𝑑𝑗
(𝑙)𝑝𝑗(𝒙)

𝑞

𝑗=1

,   𝑙 = 1,2, … , 𝑘, 

ii. compute an oscillation indicator  

𝐼𝑆(𝑠𝑙(𝒙)) = [∑(𝑐𝑖
(𝑙))

2
𝑛

𝑖=1

]

1

2

 

for each stencil  𝑆𝑖, as proposed by Hesthaven and Mönkeberg (2020), 

iii. select two interpolants that are least oscillatory and label them 𝑠𝛼(𝒙)  and 𝑠𝛽(𝒙) , with cofficients 

𝑐𝑖
(𝛼), 𝑑𝑗

(𝛼)
 and 𝑐𝑖

(𝛽)
, 𝑑𝑗

(𝛽)
  respectively,  

iv. take the average of the coefficients of the two interpolants 𝑠𝛼(𝒙) and 𝑠𝛽(𝒙), using an averaging function 

as given in Toro et al., (2021),  to obtain the AENO interpolant with coefficients  

𝑐̃𝑖 =
1

2
(1 + 𝜔)𝑐𝑖

(𝛼) +
1

2
(1 − 𝜔)𝑐𝑖

(𝛽)
 

𝑑̃𝑗 =
1

2
(1 + 𝜔̅)𝑑𝑗

(𝛼) +
1

2
(1 − 𝜔̅)𝑑𝑗

(𝛽)
 

where   

𝜔 =
1 − 𝑠

√𝜖2 + (1 − 𝑠)2
 ,        𝑠 =

|𝑐𝑖
(𝛼)|

|𝑐𝑖
(𝛽)
| + 𝑇𝑂𝐿

 , 

𝜔̅ =
1 − 𝑣

√𝜖2 + (1 − 𝑣)2
 ,        𝑣 =

|𝑑𝑗
(𝛼)|

|𝑑𝑗
(𝛽)
| + 𝑇𝑂𝐿

 , 

TOL is a small positive quantity chosen to avoid division by zero, 

v. the resulting interpolant is  

𝑠̃(𝒙) = ∑𝑐̃𝑖𝜆𝑖
𝑦
𝜙(‖𝒙 − 𝒚‖)

𝑛

𝑖=1

+∑𝑑̃𝑗𝑝𝑗(𝒙)

𝑞

𝑗=1

. 

More specifically, 

𝑠̃(𝒙) =∑ 𝑐̃𝑖𝜆𝑖
𝑦(1 + 𝜀2‖𝒙 − 𝒚‖2)𝛽

𝑛

𝑖=1

+∑𝑑̃𝑗𝑝𝑗(𝒙)

𝑞

𝑗=1

. 

4.2 Stencil selection  

In the case of polynomial AENO reconstruction, the number of cells #𝑆𝑖 in each stencil is required to match the 

dimensions of the polynomial space. This severe restriction, however, diminishes the desired flexibility in 

stencil selection, which is particularly critical in regions where the solution is rapidly varying or is discontinuous 

(Abgrall, 1994). In contrast, the AENO reconstruction using multiquadrics requires that for any stencil 𝑆𝑖, its 

size 𝑁 = #𝑆𝑖  exceeds the dimension of the polynomial space, that is, 𝑁 ≥ 𝑞 + 1 . Therefore, for 𝜙(𝑟) =

(1 + 𝑟2)
3

2 with order two in two dimensions requires that each stencil should have at least four triangles. This 

flexibility gives the multiquadric AENO reconstructions a clear advantage over polynomial AENO 

reconstruction especially when applied to unstructured grids.  

Following Hesthaven and Mönkeberg (2020), to keep the stencil compact, we classify each triangle around the 

reference triangle  𝑇 and consider its neighbours  𝑇𝑒1 , 𝑇𝑒2 , 𝑇𝑒3  where  𝑒1, 𝑒2, 𝑒3 are the three edges of the triangle. 

We define a metric  𝜌  on the triangulation  𝒯 as follows:   
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𝜌(𝑇, 𝑇𝑖) = 0 if  𝑇 = 𝑇𝑖 , 

𝜌(𝑇, 𝑇𝑖) = 1 if  𝑇 is a direct or von Neumann neighbour of 𝑇𝑖 , i.e. 𝑇𝑖 ∈ {𝑇𝑒1 , 𝑇𝑒2 , 𝑇𝑒3}, 

𝜌(𝑇, 𝑇𝑖) = 2 if  𝑇𝑖  has a neighbour 𝑇𝑗 such that 𝜌(𝑇, 𝑇𝑗) = 1,  

𝜌(𝑇, 𝑇𝑖) = 3 if  𝑇𝑖  has a neighbour 𝑇𝑗 such that 𝜌(𝑇, 𝑇𝑗) = 2.  

In general,  

𝜌(𝑇, 𝑇𝑖) = 𝑘 if 𝑇𝑖  has a neighbour 𝑇𝑗 such that 𝜌(𝑇, 𝑇𝑗) = 𝑘 − 1.  

Three different types of stencils are considered here namely the centered stencils, the forward stencils and the 

backward stencils. The construction of these stencils is discussed only in two dimensions (see Aboiyar et al., 

(2010) for details on centered, forward and backward stencils).  

 

5. The ADER Method with Multiquadric Interpolation 

In this section, we shall discuss the ADER method for flux evaluation of arbitrary high order based on the 

multiquadric RBF interpolation.  

5.1 Flux evaluation  

The ADER method is aimed at computing an approximation to the function values 𝑢 (𝒙𝐺𝑟 , 𝑡𝐺𝑞) , 1 ≤ 𝑟 ≤

𝑁𝑥 , 1 ≤ 𝑞 ≤ 𝑁𝑡 at the Gaussian integration points  (𝒙𝐺𝑟 , 𝑡𝐺𝑞) for some number of integration points  𝑁𝑥 and 𝑁𝑡 

in 𝑥 and 𝑡 axes respectively in Eq. (2.6). These function values, often referred to as the state of the solution at 

the cell interface, are used in the approximation of the flux function 𝐹 in Eq. (2.6). The approximate values of  𝐹 

are in turn used to evaluate the numerical flux  𝐹̃.   

An approximation to the interface state  𝑢(𝒙𝐺𝑟 , 𝜏)  at the Gaussian point  (𝒙𝐺𝑟 , 𝜏)  is computed in terms of a 

Taylor series in time, where  𝜏  is the local time  𝜏 = 𝑡 − 𝑡𝑛. For the local time coordinate system  𝑥𝐧  for  𝐱𝐺𝑟, 

the interface state  𝑢(𝜏, 0), that is the state at  𝑥𝐧 = 0, is computed by the Taylor series expansion around local 

time  𝜏 = 0, so that  

(5.1)                                   𝑢(𝜏, 0) ≈ 𝑢𝑘(𝜏, 0) ≔ 𝑢(0,0) + ∑
𝜏𝑚

𝑚!

𝑘−1

𝑚=1

𝜕𝑡
(𝑚)𝑢(0,0), 

where  𝑚  is taken to be the order of the RBF used in the AENO reconstruction. Eq. (5.1) is used to compute  𝑢𝑘  

at an intermediate level  𝑡𝐺𝑞 ∈ [𝑡
𝑛, 𝑡𝑛+1].  The discussion in the following subsections in centered on the 

evaluation of the time derivatives of  𝑢  on the right hand side of Eq. (5.1). 

The leading term of the series expansion in Eq. (5.1) represents the initial interaction of the initial data through 

the conservation law, and it is the solution of the Generalized Riemann problem given below: 

 

𝑢𝑡 + 𝜕𝐧𝑭(𝑢) = 0, 

(5.2)                                       𝑢(𝑥𝐧, 0) = {

𝑢𝐿 = lim
𝐱→𝐱𝐺𝑟

−
𝑠𝐿(𝐱),      𝑥𝐧 < 0,

𝑢𝑅 = lim
𝐱→𝐱𝐺𝑟

+
𝑠𝑅(𝐱),    𝑥𝐧 > 0,

           

where the boundary extrapolated values  𝑢𝐿  and  𝑢𝑅  are obtained by evaluating the multiquadric interpolant 

inside and outside the actual cell interface at the Gaussian point  𝐱𝐺𝑟. 𝑢𝐿  and  𝑢𝑅  are referred to as the left and 

right states, respectively. The term 𝑢(0, 0), sometimes denoted  𝑢∗ is commonly known as the Godunov state.  

Next in the formulation of the ADER method is the computation of the coefficients of the higher order terms in 

Eq. (5.1) in time, that is, we need to compute  𝜕𝑡
(𝑚)𝑢(𝐱, 𝑡), 𝑚 = 1, 2, … , 𝑘 − 1 at the local interface (0,0). The 

ADER method is concerned with replacing all the time derivatives with the spatial derivatives by repeated use 

of the governing differential equation through a technique known as the Cauchy-Kowalewski procedure or the 

Lax-Wendroff procedure.  

To demonstrate the Cauchy-Kowalewski procedure, we need to rewrite the 𝑑-dimensional governing PDE  

𝑢𝑡 + ∇ ∙ 𝑭(𝑢) = 0, 

as 
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(5.3)                                                                   𝑢𝑡 +∑𝑓𝑖
′(𝑢)𝑢𝑥𝑖

𝑑

𝑖=1

= 0,      

where  𝑓𝑖
′(𝑢) =

𝜕𝑓𝑖
′(𝑢)

𝜕𝑢
, 𝑖 = 1, 2, … , 𝑑. The first time derivative is therefore obtained from Eq. (5.3) as  

(5.4)                                                                  𝑢𝑡 = −∑𝑓𝑖
′(𝑢)𝑢𝑥𝑖

𝑑

𝑖=1

.     

We can see from Eq. (5.4) that the first derivative in time is expressed in terms of the first derivatives in space. 

The higher order time derivatives of  𝑢  can be expressed as spatial derivatives by successive differentiation of 

Eq. (5.4) with respect to time. 

The second time derivative is given by  

(5.5)                                                       𝑢𝑡𝑡 = −∑(𝑓𝑖
′′(𝑢)𝑢𝑡𝑢𝑥𝑖 + 𝑓𝑖

′(𝑢)𝑢𝑡𝑥𝑖)

𝑑

𝑖=1

   

where the mixed derivatives  𝑢𝑡𝑥𝑖 , 𝑖 = 1, 2, … , 𝑑 are obtained by differentiating Eq. (5.4) with respect to  𝑥𝑖  so 

that    

(5.6)                           𝑢𝑡𝑥𝑗 = −∑(𝑓𝑖
′′(𝑢)𝑢𝑥𝑖𝑢𝑥𝑗 + 𝑓𝑖

′(𝑢)𝑢𝑥𝑖𝑥𝑗)

𝑑

𝑖=1

  for 𝑗 = 1, 2, … , 𝑑  

and so on. For a two-dimensional problem, that is, for  𝑑 = 2, we can write equation Eq. (5.3) as  

𝑢𝑡 + 𝑓1
′(𝑢)𝑢𝑥1 + 𝑓2

′(𝑢)𝑢𝑥2 = 0, 

and the first time derivative becomes   

𝑢𝑡 = −𝑓1
′(𝑢)𝑢𝑥1 − 𝑓2

′(𝑢)𝑢𝑥2 . 

By setting 𝑑 = 2 in equation Eq. (5.5), we have the second time derivative as 

𝑢𝑡𝑡 = −𝑓1
′′(𝑢)𝑢𝑡𝑢𝑥1 − 𝑓1

′(𝑢)𝑢𝑡𝑥1 − 𝑓2
′′(𝑢)𝑢𝑡𝑢𝑥2 − 𝑓2

′(𝑢)𝑢𝑡𝑥2 , 

where the mixed derivatives  𝑢𝑡𝑥1   and  𝑢𝑡𝑥2   are given by 

𝑢𝑡𝑥1 = −𝑓1
′′(𝑢)𝑢𝑥1

2 − 𝑓1
′(𝑢)𝑢𝑥1𝑥1 − 𝑓2

′′(𝑢)𝑢𝑥1𝑢𝑥2 − 𝑓2
′(𝑢)𝑢𝑥1𝑥2 , 

𝑢𝑡𝑥2 = −𝑓1
′′(𝑢)𝑢𝑥1𝑢𝑥2 − 𝑓1

′(𝑢)𝑢𝑥1𝑥2 − 𝑓2
′′(𝑢)𝑢𝑥2

2 − 𝑓2
′(𝑢)𝑢𝑥2𝑥2 . 

Now, we will determine the unknown spatial derivatives  𝑢𝑥𝑖 , 𝑢𝑥𝑖𝑥𝑗 , …, (instead of the time derivatives) at the 

quadrature points on the cell interfaces.  

In the ADER methodology, the Godunov state  𝑢∗ is used in the linearization of Eq. (2.1). Hence, the linearized 

evolution equations for the derivatives are of the form 

𝜑𝑡
𝛾
+ ∇ ∙ 𝐹∗(𝜑𝛾) = 0,      0 < |𝛾| ≤ 𝑁 − 1    

which can be rewritten as   

𝜑𝑡
𝛾
+ ∇ ∙ 𝐹𝛾(𝑢∗) = 0,    

with  𝐹𝛾(𝑢) = (𝑓1
′(𝑢∗)𝜑𝛾, 𝑓2

′(𝑢∗)𝜑𝛾 , … , 𝑓𝑑
′(𝑢∗)𝜑𝛾)𝑇   and  𝜑𝛾 = 𝐷𝛾𝑢̃ where 𝑢̃ is the solution to the linearized 

problem  𝑢̃𝑡 + ∇ ∙ 𝐹
∗(𝑢̃) = 0.  

To obtain the spatial derivatives at  𝐱𝐺𝑟, we will be required to solve a set of linearized conventional Riemann 

problems. If the boundary extrapolated values for the derivatives are given as   

𝜑𝐿
𝛾
= lim

𝐱→𝐱𝐺𝛽
−
𝐷𝑆𝐿
𝛾
(𝐱) ,

𝜑𝑅
𝛾
= lim

𝐱→𝐱𝐺𝛽
+
𝐷𝑆𝑅
𝛾
(𝐱) ,

    

then the linearized Riemann problems for the spatial derivatives are of the form  

(5.7)                                                                 𝜑𝑡
𝛾
+ 𝜕𝐧𝐹

𝛾(𝑢∗) = 0,   

 (5.8)                                                         𝜑𝛾(𝑥𝐧, 0) = {
𝜑𝐿
𝛾
,      𝑥𝐧 < 0,

𝜑𝑅
𝛾
,    𝑥𝐧 > 0,

 

The solution  𝜑𝛾 = 𝐷𝛾𝑢  of the linear Riemann problem of Eq. (5.7) and Eq. (5.8) exists since Eq. (5.7) is a 

linear advection equation with constant coefficients and with piecewise smooth initial conditions. Thus, all the 
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spatial derivatives at the interface  𝑥𝐧 = 0 (at  𝐱𝐺𝑟) can be computed locally. We use these values to obtain the 

form of the time derivatives and define the values of  𝑢(𝜏, 𝒙𝐺𝑟) as   

𝑢(𝜏, 𝒙𝐺𝑟) = 𝑐0 + 𝑐1𝜏 + 𝑐2𝜏
2 +⋯+ 𝑐𝑘−1𝜏

𝑘−1   

where the coefficients are  

𝑐𝑘 =
𝜕𝑡
(𝑘)𝑢(0,0)

𝑘!
. 

The numerical flux  𝐹̃  in Eq. (2.6) is then evaluated as  

𝐹̃𝑇,𝑗
𝑛 =∑𝛼𝑞|𝜕𝑇𝑗|

𝑁𝑡

𝑞=1

∑𝛽𝑟𝐹 (𝑢𝑘 (𝑡𝐺𝑞 , 𝒙𝐺𝑟)) ∙

𝑁𝑥

𝑟=1

𝒏𝑗 . 

 

6. Adaptivity 

Numerical solutions to hyperbolic conservation laws may display some features like shock waves, contact 

discontinuities and steep gradients. To enhance the quality of the numerical approximation and reduce the 

computational costs, numerical methods require the use of fine resolution over only some portions of the 

computational domain (Kurganov et al., 2021).  

6.1 The error indicator  

The design and implementation of any adaptive method is usually guided by an error indicator. An error 

indicator is normally computed for each cell  𝑇 ∈ 𝒯  and used to detect if a cell lies in a region where the 

approximation error is large.  

The error indicator utilized in this work for a triangle  𝑇 is obtained from cell averages of triangles with metric 

value  𝜌 = 1, 2  from  𝒯. Thus, we consider the set 

𝑁 = {𝑇𝑖 ∈ 𝒯: 𝜌(𝑇, 𝑇𝑖) = 1, 2}. 

To each triangle  𝑇 in triangulation  𝒯, we assign its cell average  𝑢̅𝑇 to the cell center  𝑐𝑇 of  𝑇. That is, 𝑢̅𝑇 =

𝑢̅𝑇(𝑐𝑇), and we compute a unique thin plate spline interpolant  𝛹𝑇   as proposed by Gutzmer and Iske (1997), 

satisfying the interpolation condition  

𝛹𝑇(𝑐𝑅) = 𝑢̅(𝑐𝑅)  for all  𝑅 ∈ ℕ. 

The error indicator for  𝑇  is then defined as    

𝜖𝑇 ≔ |𝑢̅𝑇(𝑏𝑇) − 𝛹𝑇(𝑏𝑇)|  for all  𝑇 ∈ 𝒯. 

Note that  𝜖𝑇 provides an estimate for the local approximation behaviour in the neighbourhood of 𝑇 ∈ 𝒯. It will 

be used to detect the sharp gradient and discontinuities in the solution,  𝑢.  

For every triangle  𝑇 ∈ 𝒯, if  𝜖𝑇 > 𝜖𝑟 , the triangle is marked for refinement and if  𝜖𝑇 < 𝜖𝑟, the triangle is 

marked for coarsening, where  𝜖𝑟  is a given threshold for refinement. A triangular cell  𝑇 ∈ 𝒯 is refined by 

inserting its barycentre  𝑏𝑇 as a new node in triangulation  𝒯. A cell  𝑇 ∈ 𝒯 is coarsened by removing its nodes 

from triangulation 𝒯. At each time step, after all the new nodes have been inserted and the nodes of the triangles 

to be coarsened have been removed, a triangulation  𝒯 is then updated by a local Delaunay re-triangulation.  

6.2 Mesh adaptivity  

The error indicator, with the help of an appropriate criterion, makes it possible for us to decide which portions of 

the computational mesh need to be refined. The adaptive mesh method is concerned with the coarsening of some 

regions of the computational domain.  

The strategy used in marking cells for refining or coarsening is summarized below: 

Let  𝜀∗ = max𝑇∈𝒯𝜀𝑇, and let  𝜗r,  𝜗d  be two threshold values satisfying     0 < 𝜗r < 𝜗d < 1. We say that a cell  

𝑇 ∈ 𝒯  is to be refined if and only if  𝜀𝑇 > 𝜗r ∙ 𝜀
∗, and  𝑇  is coarsened if and only if  𝜀𝑇 < 𝜗d ∙ 𝜀

∗.  

A triangular cell  𝑇 ∈ 𝒯  is refined by inserting its barycenter  𝐛𝑇  as a new node of the triangulation  𝒯. A cell 

𝑇 ∈ 𝒯  is coarsened by removing its nodes from the triangulation  𝒯. This means that all cells sharing a node 

have to be marked for coarsening for the node to be successfully removed from the triangulation (Hesthaven and 

Mönkeberg, 2020). At each time step, after all the new nodes have been inserted and the nodes of the triangles 

to be coarsened have been removed, the triangulation  𝒯  is then updated by a local Delaunay re-triangulation. 

This enables an adaptive modification of the current triangulation  𝒯(𝑡)  yielding a modified triangulation  



Iyorter VB et al                                       Journal of Scientific and Engineering Research, 2024, 11(7):117-135 

Journal of Scientific and Engineering Research 

125 

 

𝒯(𝑡 + ∆𝑡)  at the next time step. In the adaptive ADER method, the reconstruction step and the implementation 

of the GRP are performed on the modified triangulation (Davis and LeVeque, 2020; Hesthaven and Mönkeberg, 

2020). 

 

7. Numerical Examples 

Two multiquadric (MQ) RBFs are used for the implementation of the finite volume method:                                          

𝜙(𝑟) = (1 + (𝜀𝑟)2)𝛽 ,     𝛽 =
1

2
,   
3

2
. The MQ RBF with 𝛽 =

1

2
  is denoted by MQ1 while the other with 𝛽 =

3

2
  is 

denoted by MQ2. All results are obtained on irregular meshes. Throughout the computations, the shape 

parameter is chosen to be  𝜀 = 1. To maintain the stability of the ADER method, we ensured that the CFL 

condition, as presented in Hesthaven and Mönkeberg (2020), is satisfied throughout the solution.  

7.1 Burger’s Equation 

Here, we consider the nonlinear two-dimensional Burger’s equation. The equation is solved using the AENO-

ADER methods on adaptive meshes. The Burger’s equation is defined as 

(7.1)                                         𝑢𝑡 + (
1

2
𝑢2)

𝑥1

+ (
1

2
𝑢2)

𝑥2

= 0.     

It is solved along with the initial condition  

(7.2)                     𝑢(𝒙, 0) =

{
 
 

 
 −1,   if  (𝑥1 −

1

6
)
2

+ (𝑥2 −
1

6
)
2

≤ (
1

8
)
2

  1,   if  (𝑥1 +
1

6
)
2

+ (𝑥2 +
1

6
)
2

≤ (
1

8
)
2

 0,   otherwise                                          

    

on the computational domain [−0.5, 0.5]  ×  [−0.5, 0.5] ⊂ ℝ2. Computations are carried out up to time  𝑇 =

0.25. Results from the solution of Example 7.1 are given below: 

 

 
Figure 7.1: Initial Solution and Number of Triangles for Example 7.1 
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Figure 7.2: Solution of Example 7.1 using the AENO-ADERMQ2 Method at Times 

(a)  𝑡 = 0.1 (b)  𝑡 = 0.15 (c)  𝑡 = 0.2 (d)  𝑡 = 0.25 
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Figure 7.3: Adaptive Meshes for the Solution of Example 7.1 using the AENO-ADERMQ2 Method at Times 

(a)  𝑡 = 0.1 (b)  𝑡 = 0.15 (c)  𝑡 = 0.2 (d)  𝑡 = 0.25 

 

The Burger’s equation is solved here along with a nonlinear initial condition using AENO-ADERMQ2 method. 

Figure 7.2, the result of the solution of Example 7.1, shows how the shapes deform during simulation. Some 

overshoots were noticed during simulation, however, the overshoots reduced till it disappeared completely at 

𝑇 = 0.25, that is, the discontinuity was properly and completely resolved at this point. Figure 7.3 is the adaptive 

mesh for the result in Figure 7.2. From the chart, the number of refined meshes become lesser with time, up till 

the final time. This is as a result of mesh coarsening. This in turn implies that the solution is smooth and the 

discontinuity in the solution has been resolved. Figure 7.1(b) shows the number of triangles used during 

simulation by AENO-ADERMQ2 method.  

7.2 The Buckley-Leverett Equation (Buckley and Leverett, 1942) 

The Buckley-Leverett equation is a two-phase flow model of two immiscible, incompressible fluids through a 

homogeneous porous medium in the absence of capillary pressure and gravitational effects. It is given as  

(7.3)                                                         𝑢𝑡 + 𝐯 ∙ ∇𝐹(𝑢) = 0  
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with  

𝐹(𝑢) =
𝑢2

𝑢2 +𝑚(1 − 𝑢)2
      

where 𝐯 is the velocity field and 𝑚 is the ratio of the viscosities of the two fluids. This means      𝑚 = 𝜇𝑤 𝜇𝑘⁄  

where  𝜇𝑤 and  𝜇𝑘  are the water and oil phase viscosities. Here, we assume that the computational domain  Ω =

[−0.5, 0.5]2  is a bounded oil reservoir. The pores of the oil reservoir are filled with the non-wetting fluid (that 

is oil, 𝑢 ≡ 0), before the wetting fluid (water, 𝑢 ≡ 1) is injected through a single injection well placed at the 

center 𝛼 = (0, 0) of the computational domain Ω. The Buckley-Leverett equation is solved on Ω with the initial 

condition  

(7.4)                                      𝑢0(𝐱) = {
 1,       ‖𝐱 − 𝛼‖ < 𝑅;

0,       Otherwise    
   

where 𝑅 = 0.02 is the radius of the injection well at the center  𝛼 ∈ Ω for  𝑡 ∈ [0, 𝑇]. The initial condition 

illustrates a situation of pure water being injected into an initially saturated oil reservoir. The Buckley-Leverett 

equation is solved using the Adaptive AENO-ADER methods. The results are presented in the figures below: 

 

 

 
  Figure 7.4: Velocity Field, Initial Adapted Mesh and Initial Solution for the Buckley-Leverett Equation 
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Figure 7.5:  Plots Showing Water Saturation u of the Solution of the Buckley-Leverett Equation at Six Different 

Times using the AENO-ADERMQ1 Method 
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Figure 7.6: Adaptive Meshes for Solution of the Buckley-Leverett Equation at Six Different                                  

Times using AENO-ADERMQ1 
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Figure 7.7:  Plots Showing Water Saturation u of the Solution of the Buckley-Leverett Equation                             

at Six Different Times using the AENO-ADERMQ2 Method 
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Figure 7.8: Adaptive Meshes for Solution of the Buckley-Leverett Equation using AENO-ADERMQ2 
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(a) Number of Triangles Used by   (b) Number of Triangles Used by 

 the AENO-ADER MQ1 Method   the AENO-ADER MQ2 Method 

Figure 7.9:  Number of Triangles Used in Simulation of Buckley Leverett Equation 

 

Figure 7.4(a) is the vector field showing the direction of motion of the fluids, while Figure 7.4(b) is a plot of 

adaptive meshes. The adapted meshes at the center of the plot represent the point where water was introduced. 

Figure 7.4(c) is the result of initial solution of the Buckley-Leverett equation showing the point of introduction 

of water where a shock has been formed. Figures 7.5 and 7.7 are the results of the solution of the Buckley-

Leverett equation by AENO-ADERMQ1 and AENO-ADERMQ2 respectively. The shock which was formed at 

the center of the domain is noticed moving away from the center of the reservoir towards the four production 

wells (that is, the corners) of the computational domain. This implies that, water has displaced oil during 

simulation of the problem.   

Figure 7.6 and Figure 7.8 represent the adaptive mesh refinement during simulation of the Buckley-Leverett 

equation. It is observed in Figure 7.4(a) that the mesh was refined at the point of shock formation. Figures 7.6 

and 7.8 have given us a picture of the gradual movement of the shock away from the center of the domain 

towards the production wells. It is observed further that as the shock moves away from a particular point, the 

mesh at that point is derefined or coarsened using our adaptive strategy. This reduces the computational cost and 

at the same time, improves the accuracy of the method.  

Figure 7.9 represent the number of triangles (NOTs) used by the two methods during simulation of the Buckley-

Leverett equation. As seen in Figure 7.9(a) and Figure 7.9(b), the NOTs grow gradually with time as the shock 

spreads and covers a greater portion of the computational domain. The adaptive method with the generalized 

multiquadric AENO reconstruction proposed in this work has effectively resolved the moving shock in the 

Buckley-Leverett problem with the aid of mesh refinement. The adaptive methods have also made it possible for 

us to make a mesh fine by adding the number of cells at points of discontinuities thereby, improving the 

accuracy of the solution at those points, and to reduce the number of cells to the normal number of cells at 

points where the solution is smooth hence, reducing the computational cost. These advantages are not felt when 

numerical methods are applied on fixed computational meshes. 

 

8. Conclusion 

An adaptive ADER finite volume method for the numerical solution of hyperbolic conservation laws has been 

proposed. The ADER method combines high order flux evaluation with high order AENO reconstruction using 

the multiquadric RBF. This leads to a finite volume method of arbitrary high order. The multiquarics are 

infinitely differentiable, can be applied in several dimensions, have good interpolation properties and contains a 

shape parameter that has great effect on the accuracy of the method. Multiquadric AENO reconstruction 

schemes can therefore be applied on different geometries and they produce an invertible matrix that is well 

posed, hence, are numerically stable. A mesh adaptivity algorithm has been developed and incorporated in the 
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ADER method. The algorithm relies on an error indicator which help detects if part of the solution domain 

needs to be refined or coarsened. The adaptive ADER method was applied to solve some conservation laws on 

unstructured triangular meshes, and it demonstrated high adaptive qualities. 
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