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Abstract Artificial bee colony (ABC) algorithm is a recently introduced swarm based meta-heuristic algorithm. 

ABC algorithm simulates the intelligent foraging behavior of honey bee swarm. However, there is still an 

insufficiency in ABC algorithm regarding its solution search equation, which is good at exploration but poor at 

exploitation. To remedy this problem, an improved artificial bee colony algorithm is proposed. In our method, 

the employed bees and the onlooker bees use different solution search equation to maintain the balance between 

exploitation and exploration. The comparison results on a set of 10 benchmark functions demonstrate the 

proposed method has fast convergence and high accuracy than other ABC-based algorithms. 
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1. Introduction  

In recent decades, many swarm intelligence-based heuristic optimization techniques such as ant colony 

optimization (ACO) [1], particle swarm optimization (PSO) [2], and artificial bee colony (ABC) algorithm [3] 

have been proposed in the literature. These algorithms simulate the collective behavior of groups of simple 

agents like colonies of ants, flocks of birds, swarm of bees, and so on. ABC algorithm is a biologically inspired 

population-based meta-heuristic algorithm that mimics the foraging behavior of honey bee swarms. Due to its 

simplicity and ease of implementation, ABC algorithm has captured much attention and has been widely used to 

solve many practical optimization problems [4-9]. Karaboga et al. [10, 11] analyzed the performance of ABC 

algorithm by comparing it to other novel evolutionary algorithms on well-known benchmark problems. Results 

show that ABC algorithm is superior to other meta-heuristic algorithms such as genetic algorithm (GA), 

differential evolution (DE), and PSO, on most of the instances. 

However, the solution search equation of ABC algorithm is good at exploration but poor at exploitation [12], 

which results in slow convergence. In order to improve the performance of the ABC algorithm, a number of 

variant ABC algorithms have been developed. For example, Gao et al. [13] proposed two ABC-based 

algorithms that use two update rules of differential evolution called ABC/Best/1 and ABC/Best/2. Gao and Liu 

[14] used the update rule of the ABC/Best/1 algorithm for employed bees and the update rule of basic ABC 

algorithm for onlooker bees to reinforce the exploration ability of the method. Akay and Karaboga [15] 

proposed a modified ABC algorithm which employs the frequency of perturbation and the ratio of the variance 

operation. Banharnsakun et al. [16] described best-so-far selection in ABC algorithm where the best feasible 

solutions found so far are used globally among the entire population. Liu et al. [17] presented an improved 

version of ABC algorithm in which the best-so-far information, inertial weight and acceleration coefficient are 

used when employing local search. 

In this paper, an improved artificial bee colony algorithm is proposed. In our method, the employed bees and the 

onlooker bees use different solution search equation to maintain the balance between exploitation and 

exploration. The new artificial bee colony algorithm is called IABC algorithm for short. Our experiment results 
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tested on a set of 10 benchmark functions show that IABC algorithm has fast convergence and high accuracy 

than other ABC-based algorithms. 

The remainder of this paper is organized as follows. Section 2 describes the original ABC algorithm. Section 3 

introduces the ABC algorithm with modified search equation. Section 4 presents and discusses the experimental 

results; Finally, Section 5 offers our conclusions. 

 

2 Artificial Bee Colony Algorithm 

ABC algorithm is a relatively new swarm intelligence algorithm based on the foraging behavior of honey bee 

swarms. The colony of artificial bees in the ABC algorithm consists of three groups of bees: employed bees, 

onlooker bees and scout bees. Employed bees are responsible for search of a food source and for sharing this 

information to recruit onlooker bees. Onlooker bees tend to select better food sources from those employed 

bees, and further search the food around the selected food source. If a food source is not improved by a 

predetermined number of trials (denoted by limit), this employed bee will become a scout bee to search 

randomly for new food source. 

In ABC algorithm, a food source position represents a potential solution to the problem to be optimized, and the 

nectar amount of each food source is the fitness of the corresponding solution. The number of employed bees or 

onlooker bees is equal to the number of solutions in the population. First, let us suppose the solution space of the 

problem is D -dimensional. The ABC algorithm starts with randomly producing food source, and each solution 

is represented as ),,,( ,2,1, Diiii xxxx = , {1,2, , }i SN , SN  is equals to the number of food sources 

and half the population size. Each food source is generated as follows: 

min max min( )j j j j

ix x rand x x= + − `\   (1) 

where 1,2, ,i SN= , Dj ,,2,1 = . min

jx  and max

jx  are the lower and upper bounds for the dimension j , 

respectively. rand is a random number in the range [0,1]  

After initialization, each employed bee performs a modification on the position of the food source by randomly 

selecting a neighboring food source. A new food source iv  can be generated from the old food source as 

follows: 

( )ij ij ij ij kjv x x x= + −       (2) 

where },,2,1{ Dj   and },,2,1{ SNk   are randomly chosen indexes; k  is different from i ; ij  is a 

random real number within the range [ 1,1]− . 

Once iv  is obtained, it will be evaluated and compared to ix . If the fitness of iv  is equal to or better than that 

of ix , iv  will replace ix  and become a new member of the population. Otherwise, ix  is retained. 

After all employed bees complete the search process, they share their information related to the nectar amounts 

and the positions of their sources with onlooker bees. Each onlooker bee chooses a better performed food source 

solution from all the food source solutions of the employed bees. The onlooker bee selects a food source 

solution depend on the roulette wheel selection mechanism, which is given by 
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where 
ifit  is the fitness value of the solution ix . After the selection, the onlooker bee selects her food source

ix , she produces a modification on ix  by Eq. (2). If the modified food source has a better or equal nectar 

amount than ix , the modified food source will replace ix  and become a new solution in the population. 

If the food source ix  cannot be further improved through a given number of steps (limit) in the ABC algorithm, 

the food source will be abandoned, and the corresponding employed bee becomes a scout. The scout bee 

generates a new food source by Eq. (1). 

 

3 Improved Artificial Bee Colony Algorithm 

It is well known that the compromise between exploration and exploitation throughout the course of a run is 

critical to the success of an evolutionary algorithm. In the optimization algorithms, the exploration refers to the 

ability to investigate the various unknown regions in the solution space to discover the global optimum. The 

exploitation refers to the ability to apply the knowledge of the previous good solutions to find better solutions. 

In practice, the exploration and the exploitation contradict with each other, and in order to achieve good 

optimization performance, the two abilities should be well balanced. However, according to the solution search 

equation of ABC algorithm described by Eq. (2), the coefficient ij  is a random number in the range [ 1,1]−  

and kjx  is a random individual in the population, therefore, the solution search dominated by Eq. (2) is random 

enough for exploration. In other words, the solution search equation described by Eq. (2) is good at exploration 

but poor at exploitation. In addition, the employed bees and the onlooker bees use the same solution search 

equation, this way contradict with the foraging behavior of honey bee swarm. To remedy these deficiencies, 

many researchers have proposed some modified solution search equations as follows: 

( )ij rj ij rj kjv x x x= + −        (5) 

, ( )ij best j ij ij kjv x x x= + −      (6) 

, ( )ij best j ij rj kjv x x x= + −      (7) 

where rx  is the solution which is randomly selected from the population, r  and k  are mutually exclusive 

integers randomly chosen from {1,2, , }SN , and both of them are different from the base index i , bestx  is 

the global best solution of the population. To increase diversity in the population, the random neighbor is 

selected in Eq. (5) [18]. To support the local search around the global best solution of the population and to 

provide fast convergence to optimum or near optimum solutions, Eq. (6) [19] and Eq. (7) [14] are used. 

Based on the above improved search equations, we propose a novel solution search equations for employed bees 

as follows: 

1 1 1 1(1 ) ( ) (1 )( )ij ij rj ij ij kj rj kjv s x s x s x x s x x  = + − + − + − −   (8) 

1
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where 1rand is a random number in the range [0,1] . 

The solution search equation for onlooker bees as follows: 

, 2 2( ) (1 )( )ij gbest j ij ij kj rj kjv x s x x s x x  = + − + − −    (9) 
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where 2rand is a random number in the range [0,1]  
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4 Experiments and Comparisons 

4.1 Benchmark functions and parameter settings 

Table 1: Benchmark functions used in experiments 

Function Search range Min 
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In this section, IABC algorithm is applied to optimize 10 scalable benchmark functions with 30D = , as shown 

in Table 1. The set of experiments tested on 10 numerical benchmark functions are performed to compare the 

performance of IABC algorithm with that of ABC algorithm. In all simulations, the population size of ABC 

algorithm and IABC algorithm is 40 (i.e., 20SN = ), limit  is *SN D , the number of maximum function 

evaluations is set to 150000. 

 

4.2 Experimental results 

Table 2: Performance comparisons of ABC and IABC 

Fun Algorithm Best Worst Mean Std 

1f  
ABC 2.75E-16 6.95E-16 4.93E-16 7.98E-17 

IABC 1.45E-106 3.29E-103 1.86E-104 5.92E-104 

2f  
ABC 9.86E-16 1.63E-15 1.31E-15 1.54E-16 

IABC 5.18E-55 1.63E-53 4.10E-54 3.86E-54 

3f  
ABC 2.80E-01 2.39E+00 8.37E-01 4.72E-01 

IABC 4.40E-02 1.40E-01 7.58E-02 2.47E-02 

4f  
ABC 0 0 0 0 

IABC 0 0 0 0 

5f  
ABC 4.23E-04 1.74E-01 4.32E-02 4.51E-02 

IABC 8.50E-04 7.86E-01 1.14E-01 1.86E-01 

6f  
ABC 1.96E-02 7.11E-02 4.85E-02 1.29E-02 

IABC 1.11E-02 2.56E-02 1.82E-02 3.61E-03 

7f  
ABC 0 0 0 0 

IABC 0 0 0 0 

8f  
ABC 0 4.88E-06 1.78E-07 8.89E-07 

IABC 0 0 0 0 

9f  
ABC 2.55E-14 4.32E-14 3.55E-14 3.62E-15 

IABC 1.48E-14 2.90E-14 2.29E-14 3.77E-15 

10f  
ABC 2.28E-01 3.96E-01 3.18E-01 5.19E-02 

IABC 1.27E-01 3.12E-01 2.18E-01 5.64E-02 

 

Table 2 show the comparison results in terms of the best, worst, mean and standard deviation (std) of the 

solutions obtained in the 30 independent runs by each algorithm. As is shown in Table 2, when solving the 
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unimodal functions, an interesting result we notice is that two algorithms have most reliably found the minimum 

of 4f . It is a region rather than a point in 4f  that is the optimum. Hence, this problem may relatively be easy to 

solve with a 100% success rate. For other unimodal functions, these results indicate that IABC algorithm offers 

the higher accuracy on almost all the functions except functions 5f . This is because 5f  is a relatively hard test 

problem, it has a very narrow valley from local optimum to global optimum. When solving the multimodal 

functions, IABC algorithm can find the optimal or closer-to-optimal solutions on the complex multimodal 

functions 7f , 8f  and 9f . 

The further experiment results are listed in Table 3, which show the performance comparisons among GABC 

algorithm [12], ABCbest1 algorithm [13], ABCbest2 algorithm [13], MABC algorithm [14] and IABC 

algorithm on 10 benchmark functions. The number of maximum function evaluations is set to 150000, and the 

best results are marked in bold. The results, which have been summarized in Table 3, show that IABC algorithm 

performs much better in most cases than these ABC variants. 

Table 3: Performance comparisons of GABC, ABCBest1, ABCBest2, MABC and IABC 

Fun Metric GABC ABCBest1 ABCBest2 MABC IABC 

1f  
Mean 4.62E-16 3.11E-47 5.96E-35 9.43E-32 1.86E-104 

Std 7.12E-17 3.44E-47 3.61E-35 6.67E-32 5.92E-104 

2f  
Mean 1.35E-15 2.10E-25 1.36E-18 2.40E-17 4.10E-54 

Std 1.36E-16 9.08E-26 4.27E-19 9.02E-18 3.86E-54 

3f  
Mean 2.18E-01 2.18E+00 3.55E+00 1.02E+01 7.58E-02 

Std 4.01E-02 3.27E-01 4.79E-01 1.49E+00 2.47E-02 

4f  
Mean 0 0 0 0 0 

Std 0 0 0 0 0 

5f  
Mean 3.21E-01 1.49E+01 5.45E+00 6.11E-01 1.14E-01 

Std 8.21E-01 2.87E+01 8.40E+00 4.55E-01 1.86E-01 

6f  
Mean 2.03E-02 2.06E-02 2.53E-02 3.71E-02 1.82E-02 

Std 5.74E-03 4.75E-03 4.67E-03 8.53E-03 3.61E-03 

7f  
Mean 0 0 0 0 0 

Std 0 0 0 0 0 

8f  
Mean 3.70E-17 0 1.81E-08 0 0 

Std 5.32E-17 0 6.29E-08 0 0 

9f  
Mean 3.20E-14 3.01E-14 3.07E-14 4.13E-14 2.29E-14 

Std 3.36E-15 2.91E-15 3.43E-15 2.17E-15 3.77E-15 

10f  
Mean 2.66E-01 2.39E-01 2.81E-01 2.95E-01 2.18E-01 

Std 4.39E-02 6.13E-02 3.92E-02 3.17E-02 5.64E-02 

 

Summarizing the earlier statements, it can be concluded IABC algorithm can improve bees’ searching abilities, 

not only avoid falling into local optimum when solving the multimodal functions, but also increase the 

convergence speed and compute more efficiently when dealing with the complex unimodal functions. 

 

5 Conclusion 

In this paper, an improved artificial bee colony algorithm is presented, called IABC algorithm. In IABC 

algorithm, the employed bees and the onlooker bees use different solution search equation to maintain the 

balance between exploitation and exploration. We testify the performance of the IABC algorithm on a suite of 

unimodal/multimodal benchmark functions and provide comparisons with some other algorithms. The results 

show that the IABC algorithm possesses superior performance in accuracy, convergence speed, stability and 

robustness, as compared to the other algorithms. Hence, the IABC algorithm may be a promising and viable tool 

to deal with complex numerical optimization problems. 
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