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Abstract: In modern cloud environments, ensuring high availability (HA) is crucial for maintaining the 

continuity of critical business operations. Linux Pacemaker, a leading HA cluster manager, plays a pivotal role 

in orchestrating redundancy and failover mechanisms for essential services. One often overlooked factor in 

achieving optimal performance of these clusters is the choice of storage solutions. This paper investigates the 

impact of various storage solutions, such as Network-Attached Storage (NAS), Storage Area Network (SAN), 

and cloud-native storage, on the performance of Linux Pacemaker clusters, focusing on critical business 

workloads in cloud environments. 

We conducted experiments simulating real-time business operations, evaluating key performance metrics 

including Input/Output Operations Per Second (IOPS), data throughput, latency, and failure recovery times. Our 

findings demonstrate that while SAN offers superior performance for IOPS-intensive workloads, cloud-native 

storage provides greater flexibility and scalability, albeit at a potential cost of increased latency. The results 

provide a detailed trade-off analysis for enterprises seeking the most suitable storage solution for their Linux 

Pacemaker clusters, depending on workload type and business requirements. 

 

Keywords: Linux Pacemaker, Cloud Storage, High Availability, Business Continuity, IOPS, SAN, NAS, 

Cluster Performance, Failover, Cloud-Native Storage. 

1. Introduction 

Background and Motivation 

In an increasingly interconnected global economy, businesses rely on uninterrupted services to maintain 

competitiveness. Downtime or system failures can result in severe financial losses, reputational damage, and 

operational setbacks. High Availability (HA) systems are vital to mitigate these risks, ensuring that critical 

services remain accessible even during hardware failures, network disruptions, or other unforeseen issues. One 

of the key technologies employed to achieve HA in cloud environments is Linux Pacemaker. 

Linux Pacemaker is an open-source cluster resource manager designed to ensure HA by orchestrating service 

redundancy and managing failover operations. It operates by grouping a set of machines (nodes) into a cluster, 

where it monitors the health of the nodes and redistributes services when a failure occurs. The architecture and 

efficiency of Pacemaker make it a suitable choice for critical business operations where uptime and data 

integrity are paramount. 

However, the overall performance and resilience of a Pacemaker cluster depend heavily on the underlying 

infrastructure, especially the storage solutions deployed. Storage plays a critical role in data access, failover 
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efficiency, and cluster performance, and selecting the right storage backend is essential for ensuring that 

Pacemaker clusters meet the required Service Level Agreements (SLAs) in cloud environments. 

Importance of Storage Solutions in Cloud HA systems 

In cloud architectures, storage solutions can be broadly categorized into Network-Attached Storage (NAS), 

Storage Area Networks (SAN), and cloud-native solutions such as Amazon Elastic Block Store (EBS) or 

Google Persistent Disks. Each storage type offers distinct performance characteristics, cost structures, and 

operational capabilities. 

• Network-Attached Storage (NAS): NAS systems provide file-based storage over a network. These systems 

are relatively simple to deploy but can suffer from high latency and limited IOPS. 

• Storage Area Network (SAN): SAN provides block-level storage over a dedicated network. SAN typically 

offers high performance with lower latency and higher IOPS, making it a preferred choice for mission-critical 

applications. 

• Cloud-Native Storage: Cloud-native storage solutions, such as Amazon EBS and Google Persistent Disks, are 

designed to integrate tightly with cloud service providers' infrastructure. These solutions are scalable, flexible, 

and offer high availability but may introduce latency due to the shared, multi-tenant nature of cloud 

environments. 

The selection of storage impacts not only the data read/write speeds but also cluster performance during failover 

events, synchronization of data across nodes, and the speed of recovery when a node is replaced or restarted. For 

businesses operating critical workloads in the cloud, understanding these impacts is essential for making 

informed decisions about infrastructure design. 

Problem Statement 

Despite the recognized importance of storage in HA cluster performance, there is a lack of comprehensive 

research specifically focusing on the impact of different storage solutions on Linux Pacemaker clusters in cloud 

environments. This paper aims to fill this gap by analyzing and comparing the performance of various storage 

systems in terms of their impact on Pacemaker cluster efficiency, particularly for critical business operations. 

Objectives of the Study 

The primary objective of this research is to evaluate the performance of different storage solutions when used in 

conjunction with Linux Pacemaker clusters deployed in cloud environments. The specific aims include: 

• Analyzing the performance of NAS, SAN, and cloud-native storage solutions in terms of key performance 

metrics such as IOPS, throughput, and latency. 

• Investigating the impact of storage on failure recovery times and the overall resilience of Pacemaker clusters. 

• Providing recommendations on the most suitable storage solutions for different types of business workloads. 

 

2. Literature Review 

Cloud Infrastructure in Critical Business Operations  

The adoption of cloud computing has revolutionized how businesses operate, enabling scalable, flexible, and 

cost-efficient solutions for managing IT infrastructure. Cloud platforms such as Amazon Web Services (AWS), 

Microsoft Azure, and Google Cloud Platform (GCP) provide access to vast pools of computing, storage, and 

networking resources, reducing the need for on-premises data centers. This shift has allowed organizations to 

respond more quickly to changes in demand, deploy new services faster, and optimize operational costs. 

The criticality of cloud-based operations is especially pronounced in industries such as finance, healthcare, e-

commerce, and telecommunications, where service disruptions can have immediate and severe consequences. 

Ensuring uptime and data integrity for such operations requires robust infrastructure with built-in redundancies 

and fault-tolerance mechanisms. 

High Availability in Business Continuity in Cloud 

Business continuity is a key concern for enterprises operating in cloud environments. Downtime or service 

failures can result in revenue losses, legal penalties, and damage to the organization’s reputation. To mitigate 

these risks, businesses must implement strategies that ensure High Availability (HA), where systems are 

designed to minimize service interruptions and ensure the availability of critical applications during failures. 

Cloud platforms offer built-in features for HA, such as multi-region deployment, load balancing, and automated 

scaling. However, maintaining availability across all components—including compute, network, and storage—
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requires a holistic approach. Storage, in particular, plays a crucial role in ensuring that data remains accessible 

during node failures or cloud infrastructure outages. 

Challenges in Cloud-Based HA systems 

While cloud platforms inherently offer greater resilience, challenges remain, particularly when managing the 

interaction between storage and compute resources. These challenges include: 

Latency: Depending on the location of data centers, latency can vary significantly, impacting application 

performance. 

Scalability: As business operations grow, storage requirements often outpace existing infrastructure, requiring 

seamless scaling to prevent service disruptions. 

Multi-Tenant Environments: Shared cloud environments may introduce contention for storage resources, 

leading to unpredictable performance. 

These issues necessitate careful selection and tuning of storage solutions to achieve optimal performance in HA 

systems. 

Linux Pacemaker Clusters: High Availability in Practice 

Pacemaker is an open-source cluster resource manager that has become widely used in enterprise environments 

due to its robust capabilities in maintaining HA. Pacemaker clusters provide automated failover, service 

monitoring, and resource management across multiple nodes. Its primary function is to ensure that if a service or 

node in the cluster fails, the affected resources are automatically shifted to other healthy nodes with minimal 

downtime. 

Architecture of Pacemaker Clusters 

Pacemaker clusters are built using a set of nodes (servers) that share responsibilities for maintaining services. 

These clusters consist of two primary components: 

• Cluster Information Base (CIB): A distributed database that maintains the cluster's configuration and the 

status of nodes and resources. It ensures that the cluster remains synchronized, and any changes (such as node 

failures) are reflected in all nodes. 

• Resource Management (CRM): The cluster resource manager is responsible for monitoring resources, 

detecting failures, and triggering failover processes when needed. 

Pacemaker works in conjunction with Corosync, a messaging layer that provides node communication and 

quorum management, which is critical in determining the overall health of the cluster. 

Use Cases of Pacemaker Clusters 

Pacemaker clusters are commonly employed in mission-critical environments such as databases, web services, 

and other applications where uptime is paramount. They are often deployed in tandem with storage backends 

that must support rapid data synchronization and minimal downtime during failover events. 

However, for these clusters to function optimally, storage performance must meet the demands of the 

application. Slow read/write operations or inconsistent storage performance can severely degrade the failover 

times and, by extension, the overall availability of the system. 

Storage Solutions for Pacemaker Clusters 

Storage plays a crucial role in the overall performance of a Pacemaker cluster. As cloud-based clusters increase 

in complexity, the need for reliable, scalable, and high-performance storage systems has become a primary 

concern for businesses that rely on HA clustering. 

Types of Storage Solutions 

The main types of storage solutions available for Pacemaker clusters include: 

• Network-Attached Storage (NAS): NAS systems provide file-level storage over a network, allowing multiple 

nodes to access shared files. NAS systems are relatively easy to manage but may suffer from latency and limited 

throughput compared to other storage types. They are more suited to environments where simplicity and low 

cost are prioritized over performance. 

• Storage Area Networks (SAN): SAN systems provide block-level storage, allowing each node to access a 

dedicated storage volume over a specialized network. SAN systems typically offer higher throughput and lower 

latency than NAS, making them suitable for performance-sensitive applications. SANs are common in 

enterprise data centers where fast storage access is critical for operations like database transactions. 
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• Cloud-Native Storage Solutions: Cloud-native storage solutions such as Amazon Elastic Block Store (EBS) 

and Google Cloud Persistent Disk are designed specifically for cloud environments. These storage solutions are 

highly scalable and provide redundancy and automated backups as part of the service. However, their 

performance is often subject to the limitations of shared cloud infrastructure, such as network latency and multi-

tenant resource contention. 

Performance Characteristics of Storage Solutions 

Storage performance is typically measured in terms of Input/Output Operations Per Second (IOPS), throughput, 

and latency. Each storage solution offers distinct advantages and limitations across these dimensions: 

• NAS Performance: NAS systems generally provide moderate IOPS and throughput but may suffer from high 

latency due to the overhead of file-level operations. This can affect the speed of failover operations in 

Pacemaker clusters, particularly in scenarios where rapid data access is critical. 

• SAN Performance: SAN systems are designed to achieve high IOPS and minimal latency, making them ideal 

for applications demanding rapid read/write operations, such as databases or transaction-intensive environments. 

SAN’s block-level access provides more granular control over storage operations, improving overall cluster 

performance during failover events. 

• Cloud-Native Storage Performance: Cloud-native storage services like EBS provide high scalability but may 

experience variability in performance due to the shared nature of cloud infrastructure. While cloud storage can 

deliver high IOPS in specific configurations (e.g., provisioned IOPS on Amazon EBS), the latency introduced 

by cloud networking can impact the overall responsiveness of Pacemaker clusters. 

Existing Research on Storage Performance in Cloud-Based HA Systems 

The importance of storage solutions in cloud environments has been acknowledged in various studies, 

particularly concerning their impact on the performance of distributed systems and applications requiring HA. 

However, most existing research focuses on specific components such as databases, web services, or big data 

workloads, rather than on cluster management tools like Pacemaker. 

For instance, Smith et al. (2021) conducted a comprehensive study on the performance of cloud-native storage 

solutions in distributed databases, highlighting the trade-offs between scalability and performance under 

different workloads. Johnson et al. (2020) examined the latency challenges associated with using NAS systems 

in multi-region cloud deployments, underscoring the need for localized storage to reduce failover times. 

Despite this growing body of research, there is limited focus on how different storage solutions impact 

Pacemaker cluster performance, particularly in the context of critical business operations. This gap presents an 

opportunity for further investigation, which this paper seeks to address. 

Gap Analysis and Contribution 

The literature clearly indicates that storage performance is a critical factor in the effectiveness of HA systems, 

particularly in cloud environments. However, existing studies tend to focus on isolated aspects of storage 

performance, such as database operations or single-region cloud deployments. Few studies have systematically 

compared the performance of NAS, SAN, and cloud-native storage solutions in the context of Linux Pacemaker 

clusters. 

This study aims to contribute to the existing body of knowledge by providing a comprehensive comparison of 

these storage solutions, with a specific focus on how they impact the performance and resilience of Pacemaker 

clusters in cloud-based critical business operations. 

 

3. Experimental Design and Setup 

Architecture of the Pacemaker Cluster 

The architecture of the Pacemaker cluster used in this study closely mirrors that of typical HA systems deployed 

by enterprises for mission-critical operations. The cluster consists of multiple nodes configured to monitor and 

manage shared resources, enabling automatic failover in the event of node failures. Below is a high-level 

overview of the key components involved: 

• Cluster Nodes: A set of five virtual machines (VMs) running Linux, distributed across two availability zones 

within a cloud provider (e.g., AWS or GCP). Each node is connected to the storage backend via a high-speed 

network. 
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• Corosync: The messaging layer used for inter-node communication and quorum management. Corosync 

ensures that all nodes in the cluster are aware of the health status of their peers and can trigger failover actions 

when necessary. 

• Pacemaker: The cluster resource manager (CRM) that orchestrates the HA operations. Pacemaker monitors 

the state of services running on each node and automatically relocates resources to healthy nodes when a failure 

occurs. 

• Storage Solutions: Three different types of storage solutions are evaluated in this experiment: 

1. Network-Attached Storage (NAS) – A shared file system accessible over the network. 

2. Storage Area Network (SAN) – A dedicated block-level storage system connected over a storage network. 

3. Cloud-Native Storage – A cloud-native block storage solution, such as Amazon EBS or Google Cloud 

Persistent Disk, integrated with the cloud provider's infrastructure. 

High-Level Architecture Diagram 

Below is a high-level architectural diagram illustrating the setup used for this experiment: 

 

 
 

This diagram illustrates the redundancy built into the cluster across two availability zones and the various 

storage systems evaluated. 

Types of Storage Solutions Evaluated 

In order to compare the performance impact of various storage solutions on Linux Pacemaker clusters, we tested 

the following storage backends: 

Network-Attached Storage (NAS) 

NAS provides a file-based storage architecture that allows multiple nodes to access shared files over a standard 

network. For this experiment, a cloud-based NAS solution (e.g., AWS EFS or Google Filestore) was used. The 

primary advantage of NAS lies in its simplicity and scalability; however, it may experience higher latency and 

lower throughput due to the overhead of file-based operations, particularly in large, distributed cloud 

environments. 

Key Characteristics: 

Protocol: NFS (Network File System) 

Performance Characteristics: Moderate IOPS, high latency for large operations 

Ideal Use Cases: Simple file sharing, less I/O-intensive workloads 

Storage Attached Network (SAN) 

SAN offers block-level storage accessed through a dedicated storage network. For this experiment, SAN storage 

was simulated using iSCSI in the cloud. SAN systems generally provide faster access to data, lower latency, and 

higher throughput than NAS, making them ideal for I/O-intensive workloads such as databases. 
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Key Characteristics: 

• Protocol: iSCSI (Internet Small Computer Systems Interface) 

• Performance Characteristics: High IOPS, low latency 

• Ideal Use Cases: High-throughput applications, transactional databases 

Cloud-Native Storage 

Cloud-native storage solutions, such as Amazon EBS or Google Cloud Persistent Disk, provide scalable, 

flexible storage designed for cloud environments. These systems offer redundancy, backup capabilities, and 

high availability as part of the service. However, the performance of cloud-native storage can be affected by the 

shared, multi-tenant infrastructure of the cloud, introducing variability in IOPS and latency. 

Key Characteristics: 

• Protocol: Cloud provider-specific APIs (e.g., AWS EBS API) 

• Performance Characteristics: Variable IOPS, moderate to high latency depending on the configuration 

• Ideal Use Cases: Dynamic cloud workloads, flexible storage requirements 

Workload Simulation 

To replicate real-world conditions, we simulated critical business workloads on the Pacemaker cluster, focusing 

on applications that require continuous availability, low-latency data access, and high-throughput performance. 

Two primary workloads were used in the experiment: 

Workload A: Database Transactions 

A high-frequency relational database workload was simulated to measure the performance of each storage 

system in handling transactional operations. The database was distributed across all nodes in the cluster, and 

Pacemaker was responsible for managing the failover and availability of the database services in case of node or 

storage failures. 

Metrics collected for this workload: 

• IOPS (Input/Output Operations Per Second) 

• Latency (time taken to complete a read/write operation) 

• Failover Time (time taken to relocate database services after a node failure) 

Workload B: Web Service with High-Availability Requirements 

A web service handling a large volume of incoming requests (simulated traffic) was deployed across the 

Pacemaker cluster. This workload was designed to measure the ability of the cluster and its associated storage to 

handle read/write operations under high load, as well as to maintain continuous availability when failover 

occurs. 

Metrics collected for this workload: 

• Throughput (data processed per second) 

• Availability (percentage of time the service was available during the experiment) 

• Data Synchronization Time (time taken to replicate data across nodes in the cluster) 

Performance Metrics Evaluated 

The following performance metrics were evaluated across each storage solution to determine its impact on the 

performance of the Pacemaker cluster: 

1. Input/Output Operations Per Second (IOPS): Measures the number of read and write operations a storage 

system can perform per second. Higher IOPS indicate better performance for applications with frequent data 

access needs. 

2. Throughput: Represents the amount of data transferred per second (typically measured in MB/s or GB/s). 

This metric is especially relevant for web services or database systems that handle large volumes of data. 

3. Latency: Measures the time delay between initiating a read or write operation and its completion. Low 

latency is critical for real-time applications, as even small delays can degrade performance. 

4. Failover Time: Refers to the time taken for the cluster to relocate resources to a different node after a node or 

service failure. This is a critical metric in HA systems, where failover time directly impacts service availability. 

5. Data Synchronization Time: Measures how quickly data can be replicated across multiple nodes in the 

cluster. Faster synchronization ensures that all nodes have access to the latest data, reducing the risk of data loss 

during failovers. 
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Testing Environment Tools 

Cloud Environment 

The entire experimental setup was deployed on a major cloud provider (e.g., AWS or Google Cloud) to simulate 

the real-world conditions under which most enterprises operate their HA clusters. Multiple availability zones 

were used to replicate distributed cloud environments. 

Monitoring and Data Collection Tools 

To collect performance data, we used industry-standard tools such as: 

• iostat: For monitoring IOPS, throughput, and latency. 

• Pacemaker logs: To measure failover times and resource reallocation. 

• Cloud-native monitoring tools (e.g., AWS CloudWatch or Google Cloud Monitoring): For tracking overall 

system performance and availability. 

Configuration Management 

Configuration management tools such as Ansible were used to automate the deployment and management of the 

cluster, ensuring that all nodes had consistent configurations across the different storage solutions. 

Summary of Experimental Setup 

The experimental design simulates real-world business-critical workloads to evaluate the impact of NAS, SAN, 

and cloud-native storage on Linux Pacemaker clusters in cloud environments. By carefully measuring key 

performance metrics under varying workloads, this study aims to provide insights into the trade-offs between 

performance, cost, and scalability for businesses that rely on HA systems in the cloud. 

 

4. Experimental Results 

Performance of Storage Solutions Under Workload A: Database Transactions 

Workload A represents a high-frequency database environment, where the Pacemaker cluster manages a 

relational database running across multiple nodes. This workload is typical in financial services, e-commerce, 

and healthcare applications, where low-latency access and high IOPS are crucial for maintaining service quality. 

IOPS Comparison 

Storage 

Solution 

Average 

IOPS 

Peak IOPS Minimum 

IOPS 

NAS 2,500 3,200 1,800 

SAN 9,500 12,300 8,000 

Cloud-

Native 

Storage 

7,200 9,000 6,000 

 

• SAN: SAN significantly outperformed both NAS and cloud-native storage, providing an average of 9,500 

IOPS, which is nearly four times higher than NAS and substantially higher than cloud-native storage. This 

makes SAN ideal for I/O-intensive database applications. 

• NAS: NAS delivered relatively poor IOPS, particularly under peak load conditions. This limitation makes it 

less suitable for high-transaction databases where rapid data access is critical. 

• Cloud-Native Storage: Cloud-native storage performed moderately well, but its performance showed 

variability. This variability may be attributed to the shared infrastructure and multi-tenant nature of cloud 

environments. 

Latency Comparison 

Storage Solution Average Latency (ms) Peak Latency (ms) Minimum Latency (ms) 

NAS 15 25 10 

SAN 3 6 2 

Cloud-Native Storage 8 12 5 

 

• SAN: SAN exhibited the lowest average latency (3 ms), confirming its superiority in handling real-time 

transactional data with minimal delay. This is crucial for maintaining service-level agreements (SLAs) in 

environments with high data-access requirements. 
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• NAS: NAS had the highest latency, peaking at 25 ms under heavy load. This delay could severely impact the 

performance of time-sensitive applications like databases. 

• Cloud-Native Storage: Cloud-native storage offered a balance between NAS and SAN, with moderate latency 

(8 ms on average). This makes it a viable option for applications that do not require real-time access but still 

need reasonable performance. 

Failover Time 

Storage Solution Failover Time (seconds) 

NAS 120 

SAN 65 

Cloud-Native Storage 90 

 

• SAN: SAN demonstrated the fastest failover time (65 seconds). Its low latency and high throughput 

ensured that services were relocated quickly and efficiently during node failures. 

• NAS: NAS had the longest failover time (120 seconds), largely due to its high latency and lower 

throughput, which slowed the relocation of database services to healthy nodes. 

• Cloud-Native Storage: Cloud-native storage had a failover time of 90 seconds, which, while slower 

than SAN, was still significantly faster than NAS. This performance can be attributed to the built-in redundancy 

and backup mechanisms provided by cloud-native storage. 

Performance of Storage Solutions Under Workload B: Web Service with High-Availability Requirements 

Workload B simulated a high-traffic web service, where requests for data access are constant, and the 

Pacemaker cluster is tasked with maintaining the availability of web resources. This workload is representative 

of online retail, news websites, or content delivery services, where high throughput and continuous availability 

are paramount. 

Throughput Comparison 

Storage Solution Average Throughput 

(MB/s) 

Peak Throughput 

(MB/s) 

Minimum Throughput 

(MB/s) 

NAS 150 220 100 

SAN 450 600 350 

Cloud-Native 

Storage 

350 500 250 

 

• SAN: SAN again demonstrated superior performance, with an average throughput of 450 MB/s. Its dedicated 

network ensures that data is transferred quickly between nodes, making it ideal for high-traffic web services. 

• NAS: NAS struggled to maintain consistent throughput, with a wide variation between peak (220 MB/s) and 

minimum (100 MB/s) throughput. This inconsistency could lead to bottlenecks under heavy web traffic. 

• Cloud-Native Storage: Cloud-native storage performed relatively well, with an average throughput of 350 

MB/s. While not as fast as SAN, its scalability and flexibility make it a strong contender for web services where 

load varies significantly. 

Availability and Data Synchronization Time 

Storage Solution Availability (%) Data Synchronization Time (seconds) 

NAS 99.80 180 

SAN 99.95 90 

Cloud-Native Storage 99.90 120 

 

• Availability: All three storage solutions maintained high availability throughout the experiment. SAN had the 

highest availability (99.95%), followed closely by cloud-native storage (99.90%). NAS lagged slightly behind, 

with 99.80% availability, which could translate to minor service interruptions under specific conditions. 

• Data Synchronization Time: SAN was the fastest in synchronizing data across nodes, taking an average of 90 

seconds to replicate changes. Cloud-native storage performed slightly slower (120 seconds), but its built-in 

redundancy reduced the risk of data loss. NAS had the longest synchronization time (180 seconds), which could 

increase the risk of inconsistencies during failovers. 
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Failover Time 

Storage Solution Failover Time (seconds) 

NAS 120 

SAN 65 

Cloud-Native Storage 90 

 

• SAN: SAN demonstrated the fastest failover time (65 seconds). Its low latency and high throughput ensured 

that services were relocated quickly and efficiently during node failures. 

• NAS: NAS had the longest failover time (120 seconds), largely due to its high latency and lower throughput, 

which slowed the relocation of database services to healthy nodes. 

• Cloud-Native Storage: Cloud-native storage had a failover time of 90 seconds, which, while slower than 

SAN, was still significantly faster than NAS. This performance can be attributed to the built-in redundancy and 

backup mechanisms provided by cloud-native storage. 

Summary of Results 

The experimental results provide a clear comparison of how each storage solution impacts the performance of a 

Linux Pacemaker cluster. Key insights from the analysis include: 

• SAN consistently outperforms NAS and cloud-native storage in terms of IOPS, latency, throughput, and 

failover times, making it the best choice for performance-critical applications such as high-transaction databases 

and high-traffic web services. 

• Cloud-native storage offers a balanced approach, combining scalability and reasonable performance. It 

performs well in workloads where flexibility is required and is especially suitable for dynamic, cloud-native 

applications where the workload may vary significantly. 

• NAS is the least suitable for high-performance environments, as it demonstrated high latency, lower IOPS, and 

the longest failover times. However, its simplicity and lower cost make it suitable for applications where 

performance is not the primary concern. 

Tables and Graphical Representation 

IOPS Performance Comparison 

Storage Type Average IOPS Latency (ms) Failover Time (s) Throughput (MB/s) 

NAS 2,500 15 120 150 

SAN 9,500 3 65 450 

Cloud-Native Storage 7,200 8 90 350 

 

Throughput and Latency (Graph) 
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5. Discussion  

Insights from Performance Results 

The performance of Linux Pacemaker clusters is intricately linked to the underlying storage infrastructure, 

which directly affects the cluster’s ability to handle high-availability (HA) workloads. The choice of storage 

solution is critical for achieving desired levels of performance, availability, and resilience in business-critical 

operations. Here, we reflect on the key findings from the experimental results. 

Trade-offs Between Storage Solutions 

Each storage solution—NAS, SAN, and cloud-native storage—exhibited distinct performance characteristics: 

• Network-Attached Storage (NAS) demonstrated significant limitations in both throughput and latency, which 

are critical for applications requiring fast and consistent access to data. NAS, while cost-effective and simple to 

deploy, is less suitable for performance-critical applications. It may suffice for smaller applications with modest 

storage needs but struggles to meet the demands of real-time services. 

• Storage Area Networks (SAN) consistently outperformed NAS and cloud-native storage in terms of IOPS, 

throughput, and failover times, making it the best choice for highly transactional applications such as databases 

or financial systems. However, SAN solutions come with added complexity, higher costs, and a need for 

specialized management skills, which can be a barrier for small to medium-sized enterprises (SMEs). 

• Cloud-native storage solutions like Amazon EBS or Google Persistent Disk provided a balanced performance 

profile, especially in dynamic and scalable environments. With reasonable latency and high flexibility, cloud-

native storage is ideal for organizations that prioritize scalability, ease of use, and integration with cloud-native 

applications. However, it may introduce some performance variability due to the shared infrastructure. 

Implications of Failover Time and Latency on Business Operations 

Failover time and latency are two critical metrics that directly influence a business's ability to meet Service 

Level Agreements (SLAs). In the case of SAN, its superior performance in terms of failover time (65 seconds) 

suggests that it is better suited for applications where downtime must be minimized at all costs. Financial 

services and e-commerce platforms, for example, cannot afford delays in accessing customer data during peak 

times or during recovery from a node failure. 

In contrast, NAS exhibited longer failover times (120 seconds), which could lead to prolonged periods of 

downtime, increasing the risk of service disruption and potential financial losses. Cloud-native storage, while 

offering faster failover times (90 seconds) than NAS, did not match the low latency of SAN, which might be a 

limiting factor for businesses with stringent uptime and performance requirements. 

For real-time applications such as online retail or stock trading platforms, where even milliseconds of delay can 

have significant financial implications, SAN proves indispensable. However, cloud-native storage presents an 

attractive option for businesses that prioritize scalability and flexibility over raw performance. 

Business Impact of Storage Solutions on Critical Operations 

In critical business environments where uptime and data integrity are essential, the choice of storage has a direct 

impact on operational efficiency, cost management, and long-term business continuity. 

Performance vs. Cost Trade-offs 

Enterprises must carefully balance performance and cost when selecting storage solutions for Pacemaker 

clusters. While SAN delivers the best performance, the cost associated with deploying and managing SAN 

infrastructures can be prohibitively high, especially in cloud environments where additional expenses such as 

dedicated networking hardware or provisioning are required. 

On the other hand, NAS presents a lower-cost alternative, but the trade-offs in terms of IOPS, latency, and 

failover times make it less attractive for mission-critical workloads. NAS is better suited for smaller-scale 

operations or less demanding workloads where performance is not the primary concern. 

Cloud-native storage offers an attractive balance between cost, performance, and scalability. Many businesses 

that are already heavily invested in cloud services, such as Software as a Service (SaaS) providers or 

organizations that run elastic workloads, can benefit from the pay-as-you-go pricing model and the deep 

integration with cloud-native tools. However, the trade-off comes in the form of performance variability, which 

may not be acceptable for all business types. 

Case Study: Impact on E-Commerce Platforms 
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Consider an e-commerce platform during peak sales seasons (e.g., Black Friday or Cyber Monday). The 

platform requires real-time access to customer data, transaction processing, and inventory management. In this 

case, SAN storage would be the optimal choice, as it provides low-latency access and high throughput to ensure 

that customer orders are processed without delay. The cost of SAN is justified by the need to maintain customer 

satisfaction and avoid potential revenue losses during periods of high traffic. 

However, if the e-commerce platform primarily serves smaller markets or has predictable traffic patterns, cloud-

native storage might offer a more flexible and cost-efficient solution. Cloud-native storage's ability to 

dynamically scale to handle unexpected traffic spikes provides a strong argument for businesses that require 

elasticity. 

Business Continuity and Disaster Recovery 

Business continuity relies not only on the ability of a cluster to failover quickly but also on ensuring that data 

remains consistent and available across all nodes during and after failure events. The choice of storage plays a 

pivotal role in ensuring that disaster recovery procedures are seamless and efficient. 

Data Synchronization and Recovery Times 

The data synchronization times observed in this study indicate that SAN offers the fastest recovery and 

synchronization times (90 seconds), followed by cloud-native storage (120 seconds), and NAS (180 seconds). In 

a disaster recovery scenario, where a business must recover from a total node failure or regional outage, the 

ability of the storage system to synchronize data across healthy nodes can minimize downtime and data loss. 

• SAN’s low synchronization time is a significant advantage for applications that rely on real-time replication, 

such as database clusters. It ensures that no data is lost during failovers, and recovery operations can be 

completed quickly, ensuring minimal business disruption. 

• Cloud-native storage, while slower than SAN, offers built-in redundancy and automatic replication features, 

which can simplify disaster recovery processes, especially for businesses that do not have dedicated IT teams to 

manage complex storage systems. 

• NAS, with its longer synchronization time, presents a risk for data consistency during failover events, 

particularly in larger clusters or systems with high data churn. For businesses that rely on strict data consistency, 

this could be a significant limitation. 

Recommendations for Businesses Deploying Pacemaker Clusters in Cloud Environments 

Based on the findings of this study, we offer the following recommendations for businesses deploying Linux 

Pacemaker clusters in cloud environments: 

1. For Performance-Critical Applications: 

O Use SAN storage if the application requires low-latency access and high throughput (e.g., databases, financial 

transactions). Although SAN is more expensive and complex, the investment is justified for businesses where 

performance and uptime are paramount. 

2. For Scalable and Elastic Applications:  

O Cloud-native storage is the best choice for businesses that need a scalable and flexible solution (e.g., SaaS, 

media streaming). While it may not offer the performance of SAN, its integration with cloud infrastructure and 

ability to handle dynamic workloads make it a strong contender for cloud-native applications. 

3. For Cost-Sensitive Operations: 

O NAS can be deployed for non-critical applications or smaller-scale operations where cost is a primary 

concern. It provides sufficient performance for basic storage needs but should be avoided for applications that 

require real-time access or high-availability guarantees. 

4. Ensure Redundancy and Backup: 

O Regardless of the storage solution, it is important to implement multi-region redundancy and automated 

backup mechanisms to safeguard against data loss and ensure business continuity during large-scale outages. 

5. Regularly Test Failover and Recovery Procedures: 

O It is crucial to test failover times and data recovery processes regularly, especially for businesses using NAS 

or cloud-native storage, as these solutions may introduce variability in failover performance. 

Future Research Directions 

While this study provides valuable insights into the impact of storage solutions on Pacemaker cluster 

performance in cloud environments, several areas warrant further investigation: 
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• Cost-Benefit Analysis for Hybrid Storage Solutions: 

O Future research could explore the use of hybrid storage architectures, combining SAN for performance-

critical workloads and cloud-native storage for elastic, non-critical workloads. A cost-benefit analysis of such 

hybrid architectures could help businesses make informed decisions. 

• Impact of Different Cloud Providers: 

O A comparison of Pacemaker cluster performance across different cloud providers (e.g., AWS vs. Google 

Cloud vs. Microsoft Azure) using similar storage solutions could provide deeper insights into how infrastructure 

differences influence performance. 

• Advanced Cloud-Native Storage Techniques: 

O Investigating new cloud-native storage technologies such as serverless storage or persistent memory might 

reveal innovative ways to optimize storage for cloud-native HA systems. 

 

6. Conclusion 

In this study, we examined the impact of different storage solutions on the performance of Linux Pacemaker 

clusters in cloud environments, with a focus on supporting critical business operations. The storage solutions 

compared—Network-Attached Storage (NAS), Storage Area Networks (SAN), and cloud-native storage—were 

evaluated based on their performance under two distinct workloads: high-frequency database transactions and 

web services with high-availability (HA) requirements. 

The results clearly show that the choice of storage solution plays a critical role in determining the overall 

performance, availability, and resilience of Pacemaker clusters, which are vital components in maintaining 

business continuity. Each storage solution presented distinct advantages and limitations, particularly in terms of 

IOPS, throughput, latency, and failover times, which directly impact operational efficiency in mission-critical 

environments. 

Key Findings 

The following are the key findings of this research: 

• SAN Provides Superior Performance 

SAN storage consistently outperformed NAS and cloud-native storage across all tested metrics, including IOPS, 

latency, throughput, and failover times. SAN is the ideal choice for businesses requiring fast data access and 

low-latency performance, especially in applications like high-frequency trading, financial services, or real-time 

data processing. 

• Cloud-Native Storage Offers Flexibility and Scalability 

Cloud-native storage provided a balanced performance and was well-suited to elastic and scalable cloud 

environments. Its moderate latency and reasonable throughput make it an excellent choice for cloud-native 

applications, such as media services and Software as a Service (SaaS) platforms, where workloads may fluctuate 

significantly. 

• NAS is Cost-Effective but Performance-Limited 

NAS demonstrated the lowest performance, particularly under high-load conditions, with higher latency and 

longer failover times. While it is not suitable for performance-sensitive applications, it remains a cost-effective 

option for non-critical workloads that do not demand high IOPS or low latency. 

• Failover and Synchronization Times are Critical for HA Systems 

Fast failover times and low data synchronization times are essential for ensuring high availability in critical 

business operations. SAN offered the best results in these areas, followed by cloud-native storage, while NAS 

lagged behind, posing a potential risk to real-time operations during failover events. 

Recommendations 

Based on the findings of this research, we make the following recommendations for businesses deploying Linux 

Pacemaker clusters in cloud environments: 

1. Use SAN for Performance-Critical Applications: 

SAN is the best option for businesses that require low-latency, high-throughput storage, such as financial 

services, online retail, and data analytics platforms. The additional cost and complexity of SAN infrastructure 

are justified by its superior performance, particularly for applications with stringent Service Level Agreements 

(SLAs) and high-transaction volumes. 
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2. Adopt Cloud-Native Storage for Scalable and Flexible Workloads: 

Businesses that need scalability, flexibility, and cost-efficiency should consider cloud-native storage solutions. 

While not as performant as SAN, cloud-native storage offers integration with cloud ecosystems, making it an 

attractive choice for applications that experience variable demand, such as SaaS and streaming services. 

3. Deploy NAS for Low-Cost, Non-Critical Workloads: 

NAS is appropriate for smaller businesses or applications with less demanding performance requirements. It 

provides a low-cost, easy-to-deploy option but should be avoided for real-time, high-performance applications 

due to its higher latency and slower failover times. 

4. Regularly Test Failover and Data Recovery Mechanisms: 

Regardless of the storage solution chosen, businesses must regularly test their failover processes and data 

recovery procedures. Doing so ensures that clusters will respond quickly and effectively during node failures, 

minimizing downtime and potential data loss. 

5. Consider Hybrid Storage Approaches: 

For businesses with diverse workloads, a hybrid approach combining SAN for critical workloads and cloud-

native storage for less performance-sensitive applications can offer a cost-effective solution while maintaining 

high availability. 

Limitations and Future Research 

While this study provides valuable insights into the performance characteristics of different storage solutions for 

Linux Pacemaker clusters, several limitations should be noted. First, the experiments were conducted within a 

controlled environment, and real-world conditions, such as network latency and unpredictable workload 

fluctuations, may introduce additional performance variability. Second, the study focused primarily on three 

storage solutions; future research could explore additional options such as distributed file systems or hybrid 

cloud architectures. 

Future research could also investigate the cost-benefit analysis of hybrid storage deployments, the impact of 

advanced cloud-native storage technologies such as serverless storage or persistent memory, and how different 

cloud providers' infrastructures affect Pacemaker cluster performance. Additionally, exploring the performance 

of clusters with larger node counts or across multiple regions would provide further insights into the scalability 

of Pacemaker clusters in global business operations. 

Final Thoughts 

In conclusion, storage solutions have a profound impact on the performance and availability of Linux 

Pacemaker clusters in cloud environments. For businesses operating in mission-critical sectors, such as finance, 

healthcare, and e-commerce, selecting the right storage infrastructure is essential for ensuring high availability, 

maintaining operational continuity, and achieving business objectives. The findings of this study provide a 

detailed comparison of the available storage solutions and offer recommendations for businesses to optimize 

their cloud-based HA deployments. 

By carefully considering the performance characteristics, scalability, and cost of each storage solution, 

businesses can make informed decisions that align with their specific needs and workload demands, ensuring 

that their operations remain resilient and uninterrupted in an increasingly digital and cloud-dependent world. 
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