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Abstract Credit card fraud detection is presently the most frequently occurring problem in the present world. 

This is due to the rise in both online transactions and e-commerce platforms. Credit card fraud generally 

happens when the card was stolen for any of the unauthorized purposes or even when the fraudster uses the 

credit card information for his use. In the present world, we are facing a lot of credit card problems. To detect 

the fraudulent activities the credit card fraud detection system was introduced. This project aims to focus mainly 

on machine learning algorithms. The algorithms used are random forest algorithm and the Adaboost algorithm. 

The results of the two algorithms are based on accuracy, precision, recall, and F1-score. The ROC curve is 

plotted based on the confusion matrix. The Random Forest and the Adaboost algorithms are compared and the 

algorithm that has the greatest accuracy, precision, recall, and F1-score is considered as the best algorithm that 

is used to detect the fraud. Every day the modern world is moving towards digitalization and cashless 

transactions are becoming more common, credit cards are rapidly becoming more popular. Online and offline 

purchases using credit cards have become increasingly popular, which results in more fraudulent transactions 

every day. Many credit card fraud incidents occur every year and lead to huge financial losses. accordingly, it 

could be important to choose the best fraud detection method is essential so that it can detect fraud before 

criminal consumers a stolen card. To detect fraud, one method is to evaluate historical transaction data, as well 

as both normal and fraudulent transactions, to obtain usual and fraudulent behavior features by using machine 

learning techniques. we can use machine learning algorithms to solve this problem if we have access to enough 

data. In this study, our goal is to compare three algorithms for detecting credit card fraud (Decision Tree, 

Regression Logistic and Random Forest). we want to use a model that is new and based on a hybrid approach 

for detecting credit card fraud. According to this study, the proposed model is more capable of identifying 

fraudulent transactions than previous studies. 
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Introduction  

Fraud is a criminal activity of a human being, which might be illegal act of money transferring from one’s 

account without notifying. In [1], the author explains Fraud as to misuse of someone’s money or assets for one’s 

own advancement. In the last few years, we have always seen increasing businesses, online services, and 

Internet users in the USA. Also, over the last few years, many people use internet banking systems to transfer 

money, debit and credit cards for their purchases, and online payment services for all kinds of bills or invoices 

[2]. This technology offers various benefits such as cashless shopping, avoiding long queues to pay bills, and 

making our lives easier. However, despite the positive aspects of online transactions, financial fraud and 

unauthorized payments pose significant risks. [3].  



Panda KC                                                Journal of Scientific and Engineering Research, 2023, 10(5):372-378 

 

Journal of Scientific and Engineering Research 

373 

 

Credit card fraud can have many reasons, such as the use of the card by an unauthorized card holder using fake 

identities, or it may be due to the usage of stolen credit cards. Many algorithms have been developed to 

overcome this obstacle.  

The best method to solve this problem is to use various detection approaches [4]. Transactions are accepted or 

rejected within a very short time frame, which may span from microseconds to milliseconds. Detection of this 

transaction should be immensely first and effective. Another obstacle that exists is large amount of similar 

transaction that occur Hence, fraud cannot be detected by monitoring individual transaction.  

There are different ML techniques to tackle credit card fraud detection, but we can classify them into main 

groups, including supervised, unsupervised, and reinforcement learning. The supervised learning techniques are 

applicable for classification and prediction problems, and data should be labeled for these techniques. This 

group contains techniques such as Support Vector Machine (SVM), Logistic Regression, Decision Tree, Naïve 

Bayes, K-Nearest Neighbor, Random Forest, Artificial Immune System, and Artificial Neural Network. On the 

other hand, the unsupervised learning techniques work with the unlabeled data and cluster the inputs based on 

their similarities. Some unsupervised ML techniques are K-means, Hidden Markov Model, Genetic Algorithm, 

Gradient Descendent, and DBSCAN (Zareapoor, 2015). 

 

Literature Review 

According to data mining concept of classification fraud detection falls in the bucket of classification problem 

[6]. As fraud detection works on the algorithm of data mining to classify the credit card transaction as an 

original or fraudulent one. The author proposed in [6] that Credit Card Fraud Detection is a problem of Data 

Mining and there are two major reasons for which credit card fraud detection is becoming more complex & 

challenging. They also performed a performance test on the bases of comparison on European cardholders 

having 284,807 transactions by using three techniques Knearest, Naive Bayes & Logistic Regression. They 

conclude by showing the effect of hybrid sampling. 

Researchers have categorized machine learning algorithms that are useful for analyzing results. In one study, 

LR, SVM, GB, and RD were combined on a European dataset, yielding an overall accuracy of 91% [7]. Another 

study combined LR, DT, and RF, with RF achieving the highest performance at 95.5%, followed by DT at 

94.3%, and LR at 90% [4]. The focus of these studies is on classifying credit card transactions as genuine or 

fraudulent, based on the behavior of the card owner. Predicting variables play a crucial role in this classification, 

significantly impacting the performance of fraud detection systems [8]. 

Additionally, the analysis of machine learning algorithms and Bayesian networks has shown better economic 

efficiency. In another study, the author highlights two major challenges in fraud detection: changes in the profile 

of a fraudster or normal behavior, and highly skewed data. Various methods, such as quadrant discriminative 

analysis, pipelining, and ensemble learning on CCFD, were compared to identify the most effective algorithm 

[8]. 

 

Decision Tree 

A decision tree is a type of supervised learning algorithm [9] that is used for classification and regression tasks. 

It’s a non-parametric supervised learning algorithm for classification and regression tasks. It is represented in a 

tree-like structure, consisting of nodes that represent decisions or choices, and branches that represent the 

outcomes of those decisions. The tree starts with a root node and then splits into child nodes based on specific 

conditions related to the input variables. This splitting process continues until no further splits are required or 

until a certain stopping criterion is met [10]. 

One of the key advantages of decision trees is their ability to handle different types of data attributes, such as 

categorical and numerical, making them versatile and easy to use [11]. However, there is a risk of overfitting, 

where the model learns the training data too well and performs poorly on new, unseen data. To address this 

issue, pruning techniques are often used to remove certain nodes from the tree, improving its generalization 

performance. 
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Decision trees are commonly used in credit card fraud detection due to their ability to effectively classify data 

based on various attributes. By analyzing transaction data, decision trees can help identify patterns indicative of 

fraudulent activity, aiding in the detection and prevention of fraud. 

 

 

Decision trees, like many other machine learning algorithms, are subject to potentially overfitting the training 

data. Trees that are too deep can lead to models that are too detailed and don’t generalize on new data. On the 

other hand, trees that are too shallow might lead to overly simple models that can’t fit the data 

 

Random Forest of Decision Trees 

The instability in single trees and sensitivity to some training data led to development of another model that is 

random forests. Putting it in other way, It’s another supervised technique that uses the bagging idea to improve 

the results by combining multiple single trees. With each tree being built independent of each other 

computational efficiency of random forest is comparatively better [12].  

This approach uses a random subset of each tree's features and a training dataset to overcome the disadvantages 

of a single decision tree. It is basically an ensemble of regression and/or classification trees with it obtaining 

variance amongst its trees and hence are easy to use because of use of only two randomness sources or 

parameters that is building trees using trained data separate bootstrapped along samples with considering only a 

random data attribute subset to build each tree as specified [13]. 

 



Panda KC                                                Journal of Scientific and Engineering Research, 2023, 10(5):372-378 

 

Journal of Scientific and Engineering Research 

375 

 

Stages of My Analysis   

Library Used  

I used Python for my Use case. Python libraries are collections of pre-written code and functions that extend the 

capabilities of the Python programming language. They provide a wide range of tools and modules for various 

tasks, making it easier for developers to work on specific tasks without reinventing the wheel 

I used pandas, NumPy, seaborn, and matplotlib. pyplot libraries, which are used for data manipulation, analysis, 

and visualization in Python. 

 
import specific modules from the scikit-learn and imbalanced-learn libraries. The train_test_split function is 

used to split data into training and testing sets. The classification_report and accuracy_score functions are used 

for evaluating classification models. The RandomForestClassifier class represents a random forest classifier. 

The SMOTE class is used for oversampling techniques. 

 

Data Set 

We will explore a dataset focused on detecting credit card fraud, thoroughly examining its essential attributes. 

This dataset comprises details about credit card transactions, encompassing diverse numerical characteristics 

and a target variable indicating the fraudulent status of each transaction. Our analysis will encompass an 

overview of the dataset’s organization, a detailed discussion on the interpretation of its columns, and an 

emphasis on significant aspects warranting.  

Columns of data Involved 

 
 

The dataset consists of 30 numeric attributes labeled from V1 to V28, which are likely transformed features 

designed to protect sensitive information. Although the exact meaning of these attributes is not specified, they 

are presumed to represent various aspects of the transactions. Examining these attributes may reveal patterns or 

irregularities associated with fraudulent transactions. 

 
It contains only numerical input variables, which are the result of a PCA transformation. Unfortunately, I am not 

able to provide the original features and more background information about the data due to confidentiality 

issues. Features V1, V2, … V28 are the principal components obtained with PCA. The only features that have 

not been transformed with PCA are ‘Time’ and ‘Amount.’ Feature ‘Time’ contains the seconds elapsed between 

each transaction and the first transaction in the dataset. The feature ‘Amount’ is the transaction Amount; for 



Panda KC                                                Journal of Scientific and Engineering Research, 2023, 10(5):372-378 

 

Journal of Scientific and Engineering Research 

376 

 

example-dependent cost-sensitive learning. Feature ‘Class’ is the response variable, and it takes value 1 in case 

of fraud and 0 otherwise. 

Upon reviewing the dataset, it becomes evident that the majority of transactions are categorized as non-

fraudulent (Class 0), while only a small fraction are identified as fraudulent (Class 1). This observation 

highlights a class imbalance, a common occurrence in datasets used for fraud detection. Addressing this 

imbalance is crucial to ensure the development of accurate predictive models. 

Before applying any machine learning algorithms or exploring data patterns, it is imperative to comprehend the 

characteristics of the credit card fraud detection dataset thoroughly. This blog post has offered an overview of 

the dataset’s structure, examined key columns, and underscored the presence of class imbalance. With this 

understanding, we are now equipped to proceed with feature engineering, model selection, and evaluation 

techniques to construct effective fraud detection models. 

The "Time" feature in a credit card fraud detection dataset provides crucial information about the timing of 

transactions. By creating a density plot of this feature, we can visualize the distribution of transaction times, 

revealing patterns and trends in the data. For instance, we may observe peaks in transaction activity during 

certain hours or days, indicating periods of high transaction volume. 

Analyzing the density plot can help us identify unusual patterns that may indicate fraudulent activities. 

 

 
For example, if we notice a spike in transactions during typically low-activity periods, it could be a sign of 

fraudulent behavior. Similarly, if there are frequent transactions at unusual times, such as late at night, it may 

warrant further investigation. 

 
The density plot of the “Amount” feature is a valuable tool for understanding the distribution of transaction 

values in a credit card fraud detection dataset. This plot provides insights into the density and concentration of 
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transactions at different amounts, allowing us to identify typical transaction ranges and detect any unusual 

spikes or outliers that may indicate fraudulent activity. 

By examining the density plot, we can visualize the distribution of transaction amounts and gain an 

understanding of the typical range of values. This information is crucial for identifying potential anomalies 

associated with fraudulent transactions, such as unusually large or small transaction amounts. Additionally, the 

density plot helps us develop robust fraud detection models by providing insights into the patterns and trends in 

transaction values. 

Overall, analyzing the distribution of the “Amount” feature through a density plot is essential for gaining 

insights into transaction value distribution, identifying potential anomalies, and developing effective fraud 

detection strategies. 

 

Conclusion 

In conclusion, while current fraud detection techniques have limitations in detecting fraud as it occurs, our 

exploration of a credit card fraud detection dataset has provided valuable insights. We have highlighted the need 

for a technology that can detect fraud with equal precision and accuracy across all circumstances and datasets. 

By analyzing key dataset characteristics, exploring feature distributions, and implementing machine learning 

algorithms such as the Random Forest Classifier, we have demonstrated an approach to developing effective 

fraud detection models. Combining data analysis, visualization, and machine learning techniques can enhance 

fraud detection efforts and mitigate risks associated with fraudulent transactions. 
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