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Abstract Diabetes is a chronic condition that affects millions of people worldwide and is associated with 

numerous complications such as cardiovascular disease, blindness, and kidney failure. According to the World 

Health Organization (WHO), diabetes has already affected 422 million people worldwide. Early detection is key 

in diabetes because early treatment can prevent serious complications. This paper discusses the use of machine 

learning in predicting diabetes diagnosis in an individual. We use public dataset from the UCI machine learning 

repository which uses 520 instances collected from the patients of Sylhet Diabetes Hospital in Sylhet, 

Bangladesh. We analyze the dataset using several machine learning models: Naive Bayes Algorithm, Decision 

Trees, Logistic Regression, Neural Networks, Random Forest, Stochastic Gradient, and Support Vector 

Machines. The results are then evaluated using 10-fold cross validation. Finally, we propose the best machine 

learning algorithm to use for diabetes diagnosis given specified input parameters, and we discuss the possibility 

of the deployment of a diabetes diagnosis tool. 
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1. Introduction  

Diabetes mellitus, a chronic metabolic disorder, is one of the fastest growing diseases and the biggest health 

crises of our time. Generally, there are two types of diabetes: type 1 and type 2. Type 1 diabetes develops when 

the immune system mistakenly attacks the pancreatic beta cells, causing the body to produce little or no insulin. 

It is primarily a genetic condition that manifests itself early in life. Type 2 diabetes, on the other hand, occurs 

when our bodies either do not produce enough insulin or become insulin resistant. This is primarily a result of 

one's lifestyle and evolves over time. [8] 

 According to the World Health Organization (WHO), an estimated 422 million adults worldwide were living 

with diabetes in 2014, compared to just 108 million in 1980. [9] This represents a nearly four-fold increase in 

the number of people with diabetes over the past three decades. Diabetes may even exist up to 7 years before 

clinical diagnosis. [10] Within this period, people can gradually suffer fatal complications such as heart attack, 

stroke, and eye injuries. However, with early detection and treatment, individuals can manage their blood sugar 

levels effectively, reducing the risk of these complications. In addition, early detection can also help prevent the 

development of diabetes in individuals who are at high risk.  

According to a report by the International Diabetes Federation (IDF), the global healthcare expenditure on 

diabetes was estimated to be $760 billion in 2019. This represents 10% of the world's total healthcare 

expenditure. [11] The report also projected that the global healthcare expenditure on diabetes will increase to 

$845 billion by 2045 if the current trends continue. [11] Developing countries may also face economic 

challenges, as the cost of diabetes management can be a significant burden on individuals and healthcare 

systems. Furthermore, people with diabetes in these countries may face additional challenges such as limited 

access to healthcare facilities, lack of affordable medications and medical supplies, and inadequate diabetes 
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education and awareness. These challenges can lead to poor diabetes management and increased rates of 

complications and mortality.  

Therefore, early diagnosis plays a pivotal role in the patient outcome. Now, there are existing diabetes tests like 

continuous glucose monitoring (CGM) system. CGM is a method of continuously monitoring blood sugar levels 

throughout the day and night by inserting a small sensor under the skin and measuring glucose levels in the 

interstitial fluid. The sensor transmits data to a receiver or smartphone app, allowing people with diabetes to 

track their blood sugar levels in real time and make informed diabetes management decisions. [44] While CGM 

can be a useful tool for managing diabetes, it can be costly. The cost of a CGM system varies depending on the 

brand and location, but it can range from a few hundred to several thousand dollars per year. In addition to this, 

some developing countries don’t even provide these tests.  

Artificial Intelligence has been rampant in the medical field over the past few years. Companies like IBM, 

Google, Microsoft, and Amazon have been developing machine learning algorithms for medical image analysis, 

genomics, and clinical decision support. Their work has already been able to predict and diagnose diseases such 

as diabetes, and heart disease. AI in medicine is a broad topic and is divided into namely 6 categories: Medical 

imaging analysis, clinical decision support, drug discovery, health record management, and natural language 

processing. This paper will mainly be focused on clinical decision support: This involves the use of machine 

learning algorithms to help clinics diagnose patients based on their medical history, and lab results.  

In this modern era of information technology, computers can help us to detect diabetes accurately which has the 

potential to further save our time and cost. One such example, and is the focus of this paper, is to use machine 

learning to detect diabetes in an individual. Through training a machine learning model on previously acquired 

clinical data, we are able to predict, with high accuracy, whether or not an individual has diabetes. In this paper, 

we analyse a public dataset using different machine learning algorithms (Naïve Bayes, Decision Trees, Neural 

Networks, Logistic Regression, Stochastic Regression, Support Vector Machines, Random Forest) to find the 

algorithm that provides the best accuracy. Finally, we propose a tool for end users that uses patients' symptoms 

and the best algorithm to predict the likelihood of diabetes risk at an early stage. 

 

2. Literature Review 

In this section different research papers that were published related to this topic were analysed and provided 

with their contributions.  

[1] "Machine learning prediction in cardiovascular diseases: a meta-analysis." This paper reviews 

studies that used machine learning algorithms to predict cardiovascular disease. The authors found that machine 

learning algorithms showed promising results in predicting cardiovascular diseases. 

[2] "Predicting the onset of diabetes with Machine Learning Methods" This study looked at the use of 

machine learning algorithms to predict the onset of diabetes in prediabetic patients. The authors discovered that 

advances in machine intelligence can be used to improve understanding of the factors that contribute to the onset 

of diabetes. The results showed that all models performed well. 

[3] "Prediction of Type 2 Diabetes Based on Machine Learning Algorithm" This paper examines 

studies in which machine learning algorithms were used to predict type 2 diabetes in patients. The researchers 

discovered that machine learning algorithms were highly accurate in predicting type 2 diabetes and could be 

used to identify patients at high risk for the disease. The model used can provide valuable information on the 

incidence of T2D to both clinicians and patients ahead of time. 

[4] “Predicting Diabetes Mellitus With Machine Learning Techniques” The goal of this paper is to 

predict diabetes using machine learning techniques such as decision trees, random forests, and neural networks. 

The models were examined using 5 cross validation in the study. When all attributes were used, the results 

showed that random forest (0.8084) was the most accurate model. 

[5] “Machine Learning Methods to Predict Diabetes Complications” This paper describes a study 

conducted as part of the EU-funded MOSAIC project, which used electronic health record data from nearly 

1,000 patients to create predictive models of type 2 diabetes mellitus complications. For each complication and 

time scenario, specialized models were developed, providing an accuracy of up to 0.838 and easy translation to 

clinical practice. 
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[6] “A comprehensive review of machine learning techniques on diabetes detection” The purpose of 

this paper is to review other recent research on the application of machine learning to diabetes prediction and 

detection. Data inadequacy and model deployment have also been discussed as issues. The review concludes 

that machine learning has the potential to significantly improve diabetes prediction and detection, and that future 

research should focus on improving existing models' performance and developing new methods to address the 

challenges associated with diabetes diagnosis and management. 

[7] “A Machine Learning Approach to Predicting Blood Glucose Levels for Diabetes Management” 

This paper describes an automatic prediction model that uses a physiological model of blood glucose dynamics 

to generate informative features to warn patients of impending changes in their blood glucose levels. The model 

outperforms diabetes experts in predicting blood glucose levels and can predict nearly a quarter of 

hypoglycemic events up to 30 minutes ahead of time. 

The above research mainly indicates the accuracy of machine learning models in predicting certain medical 

conditions like diabetes. However, this paper not only does that but also compares each machine learning model 

to each other and find out the most accurate model at predicting medical conditions. This paper adds to the 

growing body of knowledge on the use of machine learning in healthcare and will help improve the industry. 

Observations and analyses from this research could very well be used in future research in medicine to see faster 

diagnoses of diseases. 

 

3. Methodology 

Proposed System Architecture  

The underlying figure depicts the proposed system architecture. The dataset containing patient symptoms will be 

fed into prediction algorithms such as Naive Bayes, Decision Trees, Logistic Regression, Support Vector 

Machines, Neural Networks, Stochastic Gradient, and Random Forest. Then the performance of the algorithms 

will be tested with appropriate evaluation model, in particular, 10-fold Cross-validation. WE will then choose 

the best algorithm to build the system for the end users using the dataset as Database. The tool will take the 

symptoms from the user as input and will display classify whether the user has diabetes or not. 

 
Figure 1: Proposed System Architecture 
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Machine Learning Algorithms 

Naïve Bayes - Probabilistic machine learning algorithm that is used to classify data. Using Bayes' theorem, it 

calculates the probability of an instance belonging to each class. The algorithm makes the "naive" assumption 

that the features used for classification are independent of one another, which simplifies the calculation of the 

probability that an instance belongs to a specific class. To apply the algorithm for classification, we train it with 

a labeled dataset, in which it learns the probabilities of each feature given each class. When a new instance is 

presented, the algorithm calculates the probability of the instance belonging to each class based on the learned 

probabilities.  

Logistic Regression - Machine learning algorithm that predicts the likelihood of an instance belonging to a 

specific class based on the input feature values. When a logistic function is fitted to the training data, the input 

features are converted to a probability score between 0 and 1. To use logistic regression for classification, we 

train the model on labeled data and use maximum likelihood estimation to learn the logistic function parameters. 

When presented with a new instance, the algorithm calculates the probability of the instance belonging to the 

positive class using the learned logistic function and selects the class with the highest probability. 

Decision Trees - Machine learning algorithm that recursively partitions data into smaller subsets based on the 

values of the input features. They are used for classification and regression tasks. During training, the algorithm 

learns the tree structure and partitioning criteria and can then be used to predict the target variable for new 

instances by traversing the tree using their input features.  

Neural Networks - Type of machine learning algorithm that consists of layers of interconnected neurons that 

process input data and predict output. During training, the network learns to adjust its weights and biases in 

order to minimize a loss function that measures the difference between its predicted and true labels. Once 

trained, the network can be used to predict the target variable for new instances.  

Random Forest - Machine learning algorithm that combines multiple decision trees to improve prediction 

accuracy and robustness. Each tree is built with a random subset of features and training instances, and the final 

prediction is made by aggregating all of the trees' predictions. 

Stochastic Gradient - Stochastic gradient descent is a popular machine learning optimization algorithm for 

determining the parameters that minimize a model's cost function. It is an iterative algorithm that updates the 

parameters by taking small steps in the direction of the cost function's negative gradient with respect to the 

parameters at each iteration, using a randomly selected subset of the training data (i.e., a mini batch). 

Support Vector Machines - SVMs are a widely used supervised learning algorithm for classification and 

regression tasks. SVMs find the best hyperplane in the feature space by maximizing the margin between the 

closest points from each class. This is accomplished by solving a quadratic optimization problem involving the 

minimization of a cost function while keeping constraints in mind. 

 

Dataset Details 

This dataset contains reports of diabetes-related symptoms of 520 people. It includes data about people 

including symptoms that may cause diabetes. We have taken this dataset from the UCI machine learning 

repository. 

 

Table 1: Description of Dataset 

 Number of Attributes  Number of Instances  

Diabetes Symptom Dataset  16  520  

 

Table 2: Description of Attribute 

Attributes  Values  

Sex  1. Male, 0. Female  

Polyuria  1. Yes, 0. No  

Polydipsia  1. Yes, 0. No  

Sudden Weight Loss  1. Yes, 0. No  

Weakness  1. Yes, 0. No  

Polyphagia  1. Yes, 0. No  
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Genital Thrush  1. Yes, 0. No  

Visual Blurring  1. Yes, 0. No  

Itching  1. Yes, 0. No  

Irritability  1. Yes, 0. No  

Delayed Healing  1. Yes, 0. No  

Partial Paresis  1. Yes, 0. No  

Muscle Stiffness  1. Yes, 0. No  

Alopecia  1. Yes, 0. No  

Obesity  1. Yes, 0. No  

Class  1. Positive, 0. Negative  

 

4. Results 

Table 3: Comparison of Evaluation Metrics using 10-Fold Cross Validation 

Evaluation Metrics  Cross Validation 

Model  NB  LR  DT  NN  RF  SG  SVM  

Total Number of Instances  520  520  520  520  520  520  520  

Correctly Classified Instances  
457  480  500  502  504  463  502  

87.9%  92.3%  96.2%  96.5%  96.9%  89.0%  96.5%  

Incorrectly Classified Instances  
63  40  20  18  16  57  18  

12.1%  7.7%  3.8%  3.5%  3.1%  11.0%  3.5%  

 

 
Figure 2: Performance of Classification Algorithms Using Cross-Validation Technique 

 

Table 4: Comparison of Performance Parameters using 10-Fold Cross Validation 

Performance Parameters  Class  
  Weighted Average    

NB  LR  DT  NN  RF  SG  SVM  

Precision  

Positive  0.88  0.91  0.98  0.97  0.99  0.84  0.99  

Negative  0.89  0.95  0.94  0.94  0.91  1.00  0.92  

Weighted Average  0.89  0.92  0.96  0.96  0.96  0.90  0.96  

Recall  

Positive  0.94  0.97  0.96  0.97  0.96  1.00  0.95  

Negative  0.81  0.86  0.97  0.94  0.97  0.71  0.98  

Weighted Average  0.88  0.92  0.96  0.96  0.96  0.88  0.96  

F-measure  

Positive  0.91  0.94  0.97  0.97  0.97  0.91  0.97  

Negative  0.85  0.90  0.95  0.94  0.94  0.83  0.95  

Weighted Average  0.88  0.92  0.96  0.96  0.96  0.88  0.96  
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Figure 3: Performance of Parameters using 10-Fold Cross Validation 

Table 3 shows us the pure accuracy of each model using 10-fold cross validation. We can clearly see that the 

Random Forest model classified the greatest number of instances correctly with 504 correct instances out of 520 

(96.9% accuracy). This is followed closely by Neural Networks and Support Vector Machines, each classifying 

502 instances correctly with a 96.5% accuracy. The least accurate models were Naïve Bayes and Stochastic 

Gradient, classifying 457 and 463 instances correctly respectively. 

Table 4 shows us the precision, recall and f-scores of each model. The models with the highest average 

precision scores (proportion of positively predicted labels that are actually correct) are Decision Trees, Random 

Forest, and Support Vector Machines. These three models also have the highest average recall scores (ability to 

correctly predict the positives out of actual positives). Moving on to f-scores (mean of a system's precision and 

recall values), the same 3 models appear again but Neural Networks are also included this time. 

In statistics, precision, recall, and F-measure are common metrics used to evaluate the performance of a 

classification model. Precision measures the proportion of true positives (TP) among the instances that are 

predicted as positive (TP + false positives, FP), and thus reflects the accuracy of the positive predictions. Recall, 

on the other hand, measures the proportion of true positives among the instances that are actually positive (TP + 

false negatives, FN), and thus reflects the completeness of the positive predictions.   

False positives and false negatives can have different consequences when predicting diabetes with machine 

learning. A false positive occurs when the model incorrectly predicts that a person has diabetes when they do 

not. This can result in unnecessary medical treatment as well as increased anxiety and stress for the individual. 

In contrast, a false negative occurs when the model predicts that a person does not have diabetes when they 

actually do. This can result in a delayed diagnosis and treatment, increasing the risk of complications and long-

term health issues. Therefore, it is important to balance the trade-off between precision and recall depending on 

the specific context and the costs associated with false positives and false negatives. For example, if the cost of a 

false negative is much higher than that of a false positive, the model should prioritize recall over precision to 

minimize the risk of missing true positives. 
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5. Discussion 

Result Analysis  

The best result was obtained using the Random Forest Algorithm, with 96.9% of instances correctly classified 

using 10-fold cross validation. It also had the highest average percentages of precision, recall, and f-measure. 

The performance of the algorithms using cross-validation evaluation is depicted in the figure above.    

 

Limitations 

The main limitation of this machine learning project is the use of an open-source dataset collected from a 

specific area. Machine learning models trained on such datasets may not perform well when applied to different 

contexts, potentially leading to inaccurate predictions. The project's outcomes are highly dependent on the 

quality and representativeness of the dataset, which might not align with the target population of interest. 

Additionally, the data collection and sanitization processes were performed without our control, introducing 

potential biases or inconsistencies that can impact the model's performance and reliability. Furthermore, the 

dataset's small size may limit the model's ability to capture the full complexity and variability of diabetes-related 

factors, potentially leading to suboptimal predictive accuracy. Finally, relying on open-source algorithms may 

restrict the model's sophistication and limit its potential performance compared to more advanced, proprietary 

algorithms. 

 

Proposed Tool  

Based on our study's findings, we propose a tool that employs machine learning algorithms, particularly the 

Random Forest, to predict diabetes. This tool would be user-friendly, allowing individuals to predict their 

likelihood of developing diabetes by inputting relevant health information. We envision this tool as a quick and 

easy-to-use solution that leverages the power of machine learning to accurately predict the risk of diabetes. With 

the rising prevalence of diabetes worldwide, this tool would be an asset to people who want to take control of 

their health. The tool's intuitive design and easy navigation would ensure that users can easily comprehend the 

results and take appropriate action. 

By utilizing this technology, individuals can diagnose themselves at home and then seek medical advice from a 

doctor. This approach saves time and resources, allowing doctors to focus on cases that require more urgent 

attention. Furthermore, in regions where diabetes is a significant health concern, this tool can significantly 

reduce the load on healthcare systems by enabling people to self-diagnose and manage their condition 

proactively. This approach not only benefits the individual but also helps to alleviate the burden on healthcare 

systems, ensuring that people receive timely and appropriate medical attention.  

 

Challenges 

Ensuring data privacy is crucial, as sensitive health information is involved. Robust privacy measures, such as 

anonymization and secure data storage, should be implemented to protect patient privacy and comply with 

ethical standards. Secondly, determining where the computations run raises considerations about the 

infrastructure, whether it is a central server, the clinic, or the user's device, and who stores the training dataset. 

Careful planning and coordination are required to ensure secure data handling and efficient computation. 

Finally, as self-diagnosing diabetes is not recommended, the design should involve doctor's approval, promoting 

a collaborative approach that includes healthcare professionals in the decision-making process to maintain 

ethical standards and ensure accurate diagnosis and appropriate medical guidance. 

 

6. Conclusion 

In this paper, we implemented open-source machine learning algorithms on a public dataset of 520 individuals 

in order to predict whether an individual has diabetes. We evaluated different machine learning algorithms 

based on their accuracy, precision, recall and f-scores, etc. Our research has shown that machine learning 

models, particularly Random Forest, can be used to predict diabetes with a high degree of accuracy. This has the 

potential to improve early diagnosis and prevention of the disease. We have proposed a tool for patients that 

utilizes this technology to provide personalized risk assessments and recommendations for lifestyle 
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modifications. While there are still limitations to the use of machine learning in healthcare, this study highlights 

the potential for these models to aid in the management and prevention of chronic diseases. Further research is 

needed to validate and refine these models, but the results of this study suggest a promising future for the use of 

machine learning in diabetes prediction and prevention.” 

 

Code:  https://github.com/KrishKapoor1329/Machine-Learning 

Machine Learning Algorithms: https://scikit-learn.org/ 

Link: https://archive.ics.uci.edu/ml/datasets/Early+stage+diabetes+risk+prediction+dataset. 
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