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Abstract Among the personnel scheduling problems, nurse scheduling problem (NSP) is more sensitive and 

important since it is specific and related to human health. In this study, it is intended to create the best work 

schedule for 15 nurses working in 2 shifts at a hospital operating 24 hours a day by using Simulated Annealing 

(SA) Algorithm. The annealing algorithm developed within the scope of the research was written from scratch 

by maintaining but developing the basic logic of the general annealing algorithm. The problem addressed by the 

algorithm which was expected to provide the best scheduling for the nurses by satisfying all 16 constraints were 

solved by the developed algorithm. The time to reach the best solution for 0-8 off (7-15 working) nurses in the 

given problem, on average, was calculated as 34 seconds (min.150-max.1,338 trials) in the case of 7-15 working 

nurses. The algorithm has also been tested for the case of 9 off (i.e. 6 working) nurses and the best solution in 

195 seconds (min.456- max.4,864 iterations) providing all the constraints. In the study, a new temperature 

reduction technique and a new assignment technique were developed for the annealing algorithm. The new 

developed technique is called as “multiple simulated annealing with double assignment”. 
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1. Introduction 

It is very difficult to assign work shifts to nurses for weeks. The fulfillment of tasks within an organization 

requires the creation of a schedule that encompasses each employee. The solution to this problem in the field of 

health is even more difficult because of the need for a number of different staffs on different days and shifts [1]. 

Scheduling nurse shifts that constitutes a multi-purpose problem due to adaptation problems, internal policies, 

personal preferences of nurses, necessity of different skills for patient care, nurse qualifications, patient 

sensitivity level, staff turnover is very important in terms of reducing the cost of employees and it constitutes 

59% of total cost of a hospital as an average [2]. 

2. Theoretical Framework 

2.1. Nurse Scheduling Problem 

Nurse Rostering Problem (NRP) or Nurse Scheduling Problem (NSP), one of the types of staff scheduling, arose 

from the need to develop a decision-making tool for the appointment of nurses in line with nurse preferences 

and patient workload requirements [3]. The NSP represents a subclass of Constraint Satisfaction Problems 

(CSP), which includes a number of restraints. The problem is rather limited and difficult to solve. The aim is to 

ensure that nurses assign high quality shifts by providing restrictions, appropriate to the rules of employment 

contract, and the needs of nurses and employers in health care facilities. Restrictions in NSP are classified as 

hard and soft depending on their importance [4]. These restrictions may vary considerably according to 

individual preferences, as well as the legal arrangements that depend on institutions and countries. Hard 
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constraints must be provided to obtain feasible solutions. On the other hand, it is desirable to have soft 

constraints, although not mandatory, and they can be violated [1].  

Nurse scheduling can, in simple terms, be defined as determining the working order for each nurse. Nurse 

programs are typically developed for a period of 4 weeks. These programs can be flexible, be changed or be 

corrected each month [5]. Cyclic schedules are more widely used [6]. Fixed or cyclic schedules often provide 

good solutions, but they cannot easily meet staff preferences and fluctuating demand [5]. 

There are many studies in the literature on nurse scheduling and the solution of NSP. Tein and Ramli [7] 

reviewed recent developments in nurse scheduling. Cheang et al. [8] and Clark et al. [9] evaluated nursing 

scheduling and re-scheduling studies. Warner [10] discussed the problem of nursing planning and its solutions. 

Tien and Kamiyama [11], Bradley and Martin [12] conducted extensive research on personnel planning and 

scheduling. Sitompul and Randhawa [13], Cheang et al. [8] and Burke et al. [14] discussed various approaches 

to NSP in the literature. Basically, these approaches range from traditional mathematical programming methods 

[15-17] to proprietary intuitive methods [18-19]. One of the most important research aspects in nurse scheduling 

since the 2000s has been the study of meta-heuristic methods, especially evolutionary methods [20-21]. 

Simulation of annealing [18, 22-23], tabu search [24-28], Memetic algorithms [29-30], genetic algorithm [21, 

31-32], variable neighborhood search [33] and other meta-heuristic methods including Bayesian optimization 

[34] have been studied. Many of these advanced intuitive approaches attempt to solve models that address the 

complexity needed and variety of demands in modern hospital environments [35].  

Manual and automatic methods can be used for scheduling, and nurse scheduling can be organized in a “cyclic” 

or “non-cyclic” schedule [5]. Commonly used solution approaches for nurse scheduling are solution methods 

based on mathematical programming and heuristic methods. On the other hand, the nurse timing problem is a 

stochastic problem in which the demand is uncertain [3]. Methods and approaches developed for NSP can be 

discussed in three groups which are "optimization approaches", "artificial intelligence methods" and "heuristic 

methods". Among these methods and approaches, the annealing simulation algorithm, which is one of the meta-

heuristic methods, is the method used in the solution of NSP discussed in this study. 

2.2. Simulated Annealing Algorithm 

Simulated Annealing (SA) is a stochastic approach based on the simulation of the statistical process of growing 

crystals using the annealing process to reach the overall minimum internal energy configuration [36]. More 

specifically, it is based on the imitation of the physical annealing process, which enables to increase the quality 

of a solid material by heating it to a certain temperature and then cooling [37].   

The function to control the cooling process in the annealing simulation, i.e. to adjust the speed of cooling, refers 

to the possibility of acceptability of the local solutions that will help to find the global optimum solution, even if 

they are not better when searching for the optimum solution. At the beginning of searching, this probability 

needs to be set so that non-optimal solutions are accepted, and in this direction, it is high enough to be able to 

find the global optimum solution by avoiding local optimum solutions. During the search for the optimum 

solution, it is seen that the probability is decreasing and thus it is difficult to escape from the local optimum 

solution. Here, the aim is to try to reach the global optimum solution rather than finding a new optimum solution 

by searching the neighbors of the current local optimum solution [37].   

The simulated annealing algorithm starts with a random solution and produces the next solution with the local 

neighborhood in each iteration. The new solution that improves the E function of the system (which reduces the 

energy of the matter/system) that optimizes the energy level of the system is always accepted. On the other 

hand, temporary, non-optimal solutions that allow for increasing the temperature of the system or allow for a 

certain level of degradation in the system are also accepted. The basic operation of the algorithm can be shown 

as in Figure 2.1 [38].  
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Figure 2.1: Basic Operation of Simulated Annealing Algorithm [38] 

The energy difference (∆E) between the current and the new optimum solution shows the difference between the 

current value of the objective function and the new solution created through the neighboring solution of the 

objective function, that is, the difference between the first and the next optimum solutions. The likelihood of a 

less optimal solution is based on the Boltzmann distribution, as shown in Equation 2.1: 

𝑃 ∆𝐸, 𝑇 = 𝑒
∆E

𝑇 = 𝑒
E (n +1)− E (n )

𝑇                                                                                     (Equation 2.1) 

Here, E(n) represents the objective function (current energy level) of the current solution, E(n+1) represents the 

energy level of the new solution obtained by the local neighborhood, and T represents the actual temperature of 

the system. When the T value (i.e. temperature) increases, the P value (i.e. the probability of accepting a less 

optimal neighboring solution) is reduced. At this point, the number of new solutions that will be investigated 

(permitted) at a certain temperature level is determined by the researcher. However, when a stable state is 

reached (where there is no further improvement in solutions), the temperature is generally reduced. In this 

method, both current and all of the better solutions should be recorded [38]. In case that Tk= T0/logk logarithmic 

cooling where Tk is the actual temperature (instead of T), T0 is the first temperature and k is the control 

parameter, it has been proven that the annealing simulation algorithms are close to the global optimum solution 

[39]. 

The main benefit of the Simulated Annealing procedure is the ability to escape from the local optimum solution, 

thanks to its ability to accept less optimal solutions. The likelihood of moving to less optimal solutions is 

increased when the temperature is high, but decreases with the degradation of the objective function (E). The 

probability of accepting the worse alternative is 1/[1+ P(∆E,T)]>Z  where P(∆E,T) is e
∆E/kT

, ∆E is the difference 

in the objective function, T is the current temperature, k is the Boltzmann constant and Z is a randomly 

generated number between 0 and 1. In the first stage, when the temperature of the system is high, the probability 

of accepting degradation or worse solutions is higher, and with the decrease in temperature, the algorithm 

becomes stable and allows only smaller decreases in the quality of the solution. The choice of cooling rate 

governs the behavior of the annealing and proceeds in convergence by determining the movements of the 

temperature during iterations. The performance of the annealing simulation algorithm depends largely on the 

variables included in the cooling selection, such as the initial temperature, the ending criteria, and the cooling 

function. For example, if the initial temperature T0 is too high, the algorithm is more prone to random local 

search, and vice versa, i.e., at low temperature, it leads to simple search for local improvements [38]. The 

expression of the energy difference as the objective function is as in Equation 2.2: 

∆𝐸 = ∆𝑓 = 𝑓𝑖+1 − 𝑓𝑖 ≡ 𝑓 𝑥𝑖+1 − 𝑓(𝑥𝑖)                                                                      (Equation 2.2) 

A predetermined number of new points xi + 1 are tested at any specific value of temperature T to simulate 

obtaining the thermal equilibrium at each temperature. The initial temperature T plays an important role in the 

successful convergence of the Simulated Annealing algorithm. For example, if the initial temperature (T) is too 

high, it needs more temperature drops for convergence. In contrast, if the initial temperature is selected to be too 
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low, the search may be missing and the algorithm may be stuck at the local minimum, i.e. it may not find the 

global minimum [40].  

Burke, Li and Qu [35] presented the approach of simulating annealing in order to solve the problem of multi-

purpose nurse shift scheduling. First of all, they have developed legal shift patterns for all shifts of the nurses in 

the schedule. After that, each of the nurses were assigned to these shifts and a structure that could be adapted to 

the solution which can satisfy all hard constraints was obtained. Subsequently, a function with two options 

based on evaluating weighted sum and diversification was used to meet the soft constraints.  The results 

obtained by Burke et al. [35] suggest that the method they proposed can be easily applied in nurse scheduling in 

modern hospitals. The studies of Isken and Hancock [18], Brusco and Jacobs [23], Kundu, Mahato, Mahanty 

and Acharyya [41], and Ko, Kim, Jeong, Jeon, Uhmn and Kim [42-43] are other examples of the studies using 

the Simulated Annealing algorithm in the solution of the nurse scheduling problem. 

 

3. Materials and Methods 

3.1. Method 

As the method of research, one of the heuristic methods developed for the solution of NSP, the Simulated 

Annealing Algorithm (SAA) was used. 

 

3.2. Problem 

The problem of research is to create the best working schedule that provides objective functions by using the 

simulated annealing algorithm in the context of the default constraints (8 hard, 8 soft, 16 in total) for 15 nurses 

working in 2 shifts (8 hours between 08:00-16:00 and 16 hours between 16:00-08:00). 

 

3.3. Objective Function and Constraints 

The objective function of the nursing shift scheduling problem is given below: 

1) The best (optimum) working schedules for nurses should be created according to the constraints given. 

2) The total shifts of each nurse should be as close as possible. 

In the study, the constraints of the shift scheduling problem where assigning 2 shifts to 15 nurses during the day 

were given in two groups as hard constraints (HC) and soft constraints (SC). 

There are totally 8 Hard Constraints (HC) given as follows: 

1) The hospital serves 24 hours a day. 

2) Shift times: Day (08.00-16.00), Night (16.00-08.00) 

3) Each nurse should work at least 40 hours per week. 

4) Nurses are allowed to work for a maximum of 2-night shifts consecutively. 

5) A nurse cannot be assigned to a day shift after the night shift. 

6) A nurse can work only one shift in a day. 

7) The supervisor nurse cannot be assigned to a night shift and cannot work at the weekend. 

8) A nurse who is over 50 years old and pregnant cannot be assigned to any shift. 

There are totally 8 Soft Constraints (SC) which are given as follows: 

1) A minimum of 48 consecutive hour break must be given at least once a week for each nurse. 

2) An equal number of weekend breaks should be assigned to each nurse. 

3) The total number of day shifts assigned to each nurse should be greater than or equal to the sum of the 

night shifts in the schedule. 

4) The nurse should not be assigned to the shifts on the days when an excuse is indicated and accepted. 

5) The nurses cannot have consecutive 72 hours break or more in any week. 

6) The number of weekly nurses needed during planning is always constant. 

7) The same nurse should not work for 2 days at the weekend. 

8) 4 hours of shifts out of normal shifts can be made between the hours of 19.00 and 23.00 when the 

emergency service is intensive (this restriction will permit to assign for each day, but the duty of overtime 

assignment will be provided by the emergency service physician working that evening. No overtime shift 

will be on non-busy days). 
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4. Findings 

4.1. Mathematical expression of the sub-objective functions and writing the appropriate MATLAB codes 

In order to solve the problem, objective functions (OF1-2), hard constraints (HC1-8) and soft constraints (SC1-

8) were defined and a sample table was created in Microsoft Excel. Calculations of the mathematical 

expressions which cannot be created directly were formulated in Excel with formulas. A table that complies 

with all constraints has been created and all formulas in Excel were checked whether they give the correct 

results for the objective functions and constraints. Then, for each of them, the code was written separately in the 

MATLAB program, and eventually these codes were combined into a single script. 

After the 500 trials, the temperature equation which gave the fastest solution in the nursing scheduling problem 

was found T=(T0*d
MainCounter

)/log2(1+k). Where d is the temperature reduction constant 

d=0.80+(0.02*NumberOfNursesOff). For example, in case that no nurse is off i.e. all nurses are working, d 

value takes 0.80, while 8 nurses are off (which is the maximum number of nurses off in our study) i.e. 7 nurses 

are working (which is the minimum number of working nurses in this study) d value takes 0.96. 

 

4.2. A new Assignment Suggestion 

In this section, the assignment method which was developed in this study is described. According to this 

method, till the mainobjective function value falls to a certain critical value, the selection of the assignment 

technique changes randomly among a number of weekly shift patterns where all weekly shifts in the schedule is 

changed. However, when the main objective function value falls below the determined critical value, only one 

random week in the schedule is replaced by one randomly selected from the weekly shift patterns. 

The purpose of using these two different assignment techniques together, is the prolongation of the time to reach 

the optimum solution when only one of these techniques is used. Algorithm in which sub-objective and main 

objective function values is displayed on the screen in each iteration while working, has been found to be stuck 

at certain values of the main objective function and faced difficulty in going below that critical value for a long 

time.  

After the 500 trials, the temperature equation which gave the fastest solution in the nursing scheduling problem 

was found to be T=(T0*d
MainCounter

)/log2(1+k), where d is the temperature reduction constant 

d=0.80+(0.02*NumberOfNursesOff). For example, in case that no nurse is off, i.e., all nurses are working, d is 

0.80, whereas when 8 nurses are off (which is the maximum number of nurses off in our study), i.e., 7 nurses are 

working, (which is the minimum number of working nurses in our study) d is 0.96. During developing the 

algorithm, the critical value was observed to differ depending on the number of nurses off. In case of 0-8 nurse 

off, it was determined that the equation CriticalValue=140+70*log2[(2*NumberOfNursesOff)+1] would be 

appropriate for the critical values observed in the first stage. Thus, this equation gave the critical values of 140 – 

250.94 – 302.53 – 336.51 – 361.89 – 382.16 – 399.03 – 413.48 – 426.12 for 0-8 nurses off respectively. 

However, as the algorithm was stuck in the values above 140 for a long time, the critical value was set to 251 as 

exceptional for the cases where the number of nurses off was 0-2, and was set to 

CriticalValue=251+(NumberOfNursesOff-2)*100 for the cases where the number of nurses off was 7 and 

above. The critical values in the change of assignment technique were 251 - 251 - 251 – 336.51 – 361.89 – 

382.16 – 399.03 - 751 - 851 - 951, respectively, according to the 0-9 nurse off. The algorithm found schedules 

within 30 seconds for 0-2 nurse off, 45 seconds for 3-5 nurses off, and 60 seconds for 6-8 nurses off. The 

algorithm provided an average time of 34 seconds for 0-8 nurses off. The algorithm was tested for the 

challenging situation which was the 9 nurses off (i.e. 6 working nurses), and it was found that the algorithm 

could reach the optimum solution under 5,000 iterations (min.456-max.4,864 iterations), 1,953 iterations (appx. 

195 seconds) as an average in all tests. 

 

5. Results and Discussion 

Considering that he algorithm reached a solution under 600 iterations (appx. 60 seconds) in the case of 0-8 

nurses off, under 5,000 iterations (appx. 500 seconds) in the case of 9 nurses off (1953 iterations, appx. 195 

seconds as an average), also when considering that the number of constraints (16 constraints) and the number of 

days (28 days) in the scheduling problem discussed are quite large, and that the algorithm could always find a 
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solution for all constraints in every run, it can be concluded that the number of iterations for a solution is 

successful. In cases where the number of constraints is less than 5 and the number of days is 7 or 14, the 

solution can be reached more quickly. However, there are studies in which the solution could not be reached 

within 10,000 iterations for 14-nurse and 14-day scheduling problem. For example; Chen, Lu, Lu and Zhu [45] 

reported that they reached the solution of the 14-day and 15-nurse scheduling problem including the condition 

of providing only 3 constraints, within 100,000 iterations by using the cooling once at each 1,000 iterations with 

0.99 (slow annealing) or 0.95 (rapid annealing) cooling rate. 
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