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Abstract Power system stability and control requirements have been considerably affected by the steady 

increase in system interconnections, large rating for individual generating units and high transmission voltage. 

This paper proposes the model predictive control (MPC) as a powerful control technique to overcome the non-

linearity problem of the turbo-generator system. In recent papers, the parameters of the MPC are tuned based on 

designer experts and trial-error technique which may lead to unacceptable performance. This paper is concerned 

with the optimal design of the model predictive control (MPC) based on genetic algorithm (GA) and particle 

swarm optimization (PSO) as enormous optimization techniques. Furthermore, a comparison between the PSO-

based MPC, GA-based MPC, and proportional integral (PI) controller based on GA is carried out over a wide 

range of operating conditions with various fault conditions to emphases the performance of the proposed 

techniques. 

 

Keywords Model predictive controller (MPC), fractional order PID controller, imperialist competitive 
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Nomenclature 

δ
● 

Rotor Angular Speed 

δ Rotor angle 

H Inertia constant 

Pt , Qt Terminal active and reactive power at infinite bus bar 

Vfd Filed voltage 

Vt Terminal voltage 

Vb Infinite- bus bar voltage 

Ψf Field flux linkage 

Ψd, Ψq d-axis and q-axis stator flux linkages 

Ψkd, Ψkq d-axis and q-axis damper winding flux linkages 

Id, Iq d-axis and q-axis stator currents 

Ikd, Ikq d-axis and q-axis damper winding currents 

Xf Self-reactance of field winging 

Xd, Xq Synchronous reactance in d-axis and q- axis circuit 

Xkd, Xkq Self-reactance in d-axis and q-axis of the damper winding 

Xad Reactance between armature and field winding 
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Xe Transformer and line reactance 

Re Transformer and line resistance 

Ra Stator resistance 

Rf Field resistance 

Rkd, Rkq Resistance of d-axis and q.-axis damper winding 

Vd, Vq Stator voltage in d-axis and q-axis 

Vkd, Vkq Damper winding voltage in d-and q- axis circuits 

Δ ( ) Denoting incremental quantity 

p ( ) The operator { d/dt} 

ωo Angular frequency of infinite bus bar 

ω Angular frequency of the rotor 

Te The electric torque 

Tm Mechanical Torque of generator shaft 

μhp Steam flow of high pressure 

μrh Steam flow of reheater  

μip Steam flow of intermediate pressure 

μlp Steam flow of low pressure 

μg Governor and interceptor valve positions 

τlp Time constant of low pressure stage 

τip Time constant of intermediate pressure stage 

τrh Time constant of reheater 

τhp Time constant of high pressure stage 

τiv Time constant of interceptor valve 

τmv Time constant of main valve 

Po Boiler steam pressure 

Fhp Power fraction from high pressure stage 

Fip Power fraction from intermediate stage 

Flp Power fraction from low pressure stage 

 

1. Introduction 

The increasing complexity of modern power systems, with high transmission voltages, long distance 

transmission, complex interconnections and large rating for individual generating units, has prompted a 

substantial effort towards the development of improved methods of operation and control. The effectiveness of 

controllers has been facilitated by recent developments in technology, such as fast turbine valving [1], fast 

acting circuit breakers and thyristor excitation systems [2]. Fast excitation systems have allowed controllers to 

be considered which force a rapid change of field voltage in either direction, and therefore rotor oscillations due 

to disturbances are quickly damped. The advent of electro-hydraulic governors with fast turbine valving, giving 

simultaneous operation of the inlet and intercept valves, has considerably altered the concepts of turbine control 

[3].In recent, there are several approaches applied to improve the transient stability of turbo-generators. In [4], 

the state-variable feedback control is utilizing to improve the transient stability of turbo-generators. In some 

cases, only the excitation was controlled, and in others, both excitation and turbine input power are controlled. 

The nonlinear system equations of the turbo-generator system are linearized at a specific operating condition, 

and linear optimal control theory is used to calculate the feedback gains of the digital controller.  The use of 

linear control theory based on accurate reduced-order linear models of turbo-generator dynamics is presented in 

[5-7]. In these papers, the models have been estimated using system identification. The first group has used the 

state formulation to identify the turbo-generator by linearized models. The other group formulated these models 

using output prediction equation, employing output variables only. Accordingly, the optimal controller gains 



Elshenawy M et al                                  Journal of Scientific and Engineering Research, 2018, 5(12):297-309 

 

Journal of Scientific and Engineering Research 

299 

 

have been calculated using the linear control theory [8-11]. All these techniques fail to give an acceptable 

response due to the nonlinearity of the system. In [10-12], several methods have been suggested to obtain 

reasonable solutions to this problem. One ofthese solutions for the nonlinearity problem of the turbo-generator is 

adaptive model following control of generator terminal voltage. The basic idea of such methods is to state 

definitely, by means of an effectively realized model, the desired behavior of the closed-loop system. Automatic 

adjustment of the controller gains is then carried out in such a way that the behavior error between the outputs of 

the desired behavior model and those of the close-loop system is made as small as possible. The use of this 

approach improves the steady-state and transient stability for the generator. It will be known that the adaptive 

controller gains calculation depends on several mathematical treatments takes very long time. In addition, these 

controller gains highly depend upon the turbo-generator parameters which may be lack calculated. For the 

previous problems of these control approaches, the model predictive control is being facilitated for the following 

reasons: this technique is very simple as they depend on the input/output values only regardless to the 

nonlinearity of the system, mathematical equations or system parameters [12-17]. However, the prediction 

horizon, control horizon, sample time, control weight factor MPC need a proper tuning to get a good 

performance by the controller. The objective of this work is to describe the theory, design, and test of two 

practical solutions to overcome the nonlinearity problem of the turbo-generator system. The first one is the MPC 

based on the genetic algorithm (GA) approach. The second is the MPC based on the particle swarm optimization 

(PSO) approach. These approaches depend on iterative and finite horizon optimization of a plant model, 

easiness of implementation and operating. Furthermore, incorporated transport short circuit and mechanical and 

electrical variation are considered. A Comparison between PSO-based MPC, GA-based MPC and proportional 

integral (PI) controller has proved the superiority of the proposed design in capturing system nonlinearities and 

transport short circuit and mechanical and electrical variation. Consequently, the system stability test under 

increased load perturbations and excessive short circuit and mechanical and electrical variation is considered. In 

addition, the robustness test of the proposed design against system parameters uncertainties is carried. 

 

2. System Modeling and Description 

Turbo-generators are highly nonlinear, fast acting, multivariable systems with dynamic characteristics that vary 

as operating conditions change [24].  

 
Figure 1: Schematic diagram of Turbo-Generator System. 

As a result, the generator terminal voltage and terminal power have to be adjusted to reach the optimum 

requirements of the power system. Effective control of turbo-generators is important, since these machines are 

responsible for ensuring the stability and security of the electric power grid. Automatic voltage regulator (AVR) 

and turbine governor valve position are designed using linearized models. Optimal and adaptive controllers for 

the generator exciter and turbine governor, designed to control the turbo-generator and turbine performance 

during disturbances, may be applied to the turbo-generator system. Also the controllers will extend the transient 

and steady state stability boundaries. The system considered in this study consists of a turbo-generator unit 
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connected to the infinite busbar through a transformer and transmission system comprising two transmission 

lines in parallel [25]. Fig.1. shows the schematic diagram of the turbo-generator system. 

 

The equations of the non- linear model of synchronous generator can be expressed in state-space form as 

follows [25]: 

𝑆 . =  𝑓(𝑠. 𝑢), where u = Efd 

The state vector (S) is:  

𝑆 =  [ 𝛿  𝑝𝛿 𝜓𝑓𝑑𝜓𝑑𝜓𝑘𝑑 𝜓𝑞𝜓𝑘𝑞  ]         (1) 

And 

𝑝𝑆1 =  𝑆2                                                                                                                                   (2) 

𝑝𝑆2  =  𝐶1𝑇𝑚  +  𝑆4 𝐶2𝑆6 +  𝐶3𝑆7 + 𝑆6 𝐶4𝑆3  +  𝐶5𝑆5 +   𝐶6𝑆2                                   (3) 

𝑝𝑆3  =  𝐶7𝐸𝑓𝑑 +  𝐶8𝑆3 + 𝐶9𝑆4 +  𝐶10𝑆5                                                                                  (4)                   

𝑝𝑆4  =  𝐶11 sin 𝑆1 +  𝐶12𝑆3 +  𝐶13𝑆4 + 𝐶14𝑆5 + 𝑆6 + 𝑆2𝑆6                                               (5)                                            

𝑝𝑆5  =  𝐶15𝑆3 + 𝐶16𝑆4 + 𝐶17𝑆5                                                                                            (6) 

𝑝𝑆6  =  𝐶11 cos 𝑆1 + 𝐶18𝑆6 +  𝐶19𝑆7  −  𝜔𝑜𝑆4  −  𝑆2𝑆4                                                      (7)                                                                                                                                                                      

𝑝𝑆7 =  𝐶20𝑆6 +  𝐶21𝑆7                                                                                                              (8) 

The state vector of the state-space model of a steam turbine is:  

 𝑆8𝑆9𝑆10𝑆11𝑆12𝑆13 
𝑇 =  𝜇ℎ𝑝𝜇𝑟ℎ𝜇𝑖𝑝𝜇𝑙𝑝𝑌𝑚𝑣𝑌𝑖𝑣  

𝑇
                                                         (9) 

And  

𝑃𝜇ℎ𝑝 =  (𝑃𝑜𝑌𝑚𝑣  −  𝜇ℎ𝑝)/ 𝜏𝒉𝒑         (10) 

𝑃𝜇𝑟ℎ =  (𝜇ℎ𝑝 − 𝜇𝑟ℎ)/ 𝜏𝒓𝒉          (11) 

𝜇𝑖𝑝 =  (𝜇𝑟ℎ𝑌𝑖𝑣  − 𝜇𝑖𝑝  )/ 𝜏𝒊𝒑         (12) 

𝑃𝜇𝑙𝑝 =  (𝜇𝑖𝑝 − 𝜇𝑙𝑝  )/ 𝜏𝒍𝒑          (13) 

𝑃𝑦𝑚𝑣 =  (𝜇𝑔 − 𝑌𝑚𝑣  )/ 𝜏𝒎𝒗         (14) 

𝑃𝑦𝑖𝑣 =  (𝜇𝑔 − 𝑌𝑖𝑣  )/ 𝜏𝒊𝒗          (15) 

𝑇𝑚 =  𝐹ℎ𝑝𝜇ℎ𝑝  +  𝐹𝑖𝑝𝜇𝑖𝑝  +  𝐹𝑙𝑝𝜇𝑙𝑝      (16) 

The thirteen order nonlinear turbo-generator model is defined by combining the equations 2 to 8 as a 

representative of the generator and equations 10 to 15 as a representative of the steam turbine. 

And the electric equations are:  

𝑉𝑡𝑑  =  𝑉𝑏  𝑠𝑖𝑛(𝛿)  +  𝑅𝑒𝐼𝑑  –  𝑋𝑒𝐼𝑞           (17) 

𝑉𝑡𝑞  =  𝑉𝑏  𝑐𝑜𝑠(𝛿)  + 𝑅𝑒𝐼𝑞  +  𝑋𝑒𝐼𝑑                                                                                      (18) 

𝑉𝑡
2  =  𝑉𝑡𝑑

2  +  𝑉𝑡𝑞
2            (19) 

𝐼𝑡
2  =  𝐼𝑑

2  +  𝐼𝑞
2                                                                                                (20) 

𝑃𝑡  =  𝑉𝑡𝑑 𝐼𝑑  +  𝑉𝑡𝑞 𝐼𝑞           (21) 

And the direct current equations are: 

 
𝐼𝑓𝑑
𝐼𝑑
𝐼𝑘𝑑

 = 
𝑌11 𝑌12 𝑌13
𝑌21 𝑌22 𝑌23
𝑌31 𝑌32 𝑌33

 

−1

 
Ψfd
Ψd

Ψkd
                                                                                        (22) 

And the quadrature current equations are:  

 
𝐼𝑞
𝐼𝑘𝑞

 = 
𝐷11 𝐷12
𝐷21 𝐷22

 
−1

 
Ψq

Ψkq
                                                                                                    (23) 

All constants are defined in the Appendices. 

 

3. Theory of MPC 

The MPC has demonstrated to effectively control an extensive variety of utilization in industry, for example, 

chemical process, oil industry, electro-mechanical applications and numerous different systems [16, 17]. The 

MPC control strategy depends on an explicit utilization of an expectation model of the system reaction to get the 

control actions in order to minimize an objective function.  The objective of the optimization   incorporates the 
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minimization of the contrast between the predicted output and the reference signal, and the control action 

subjected to recommended requirements. The viability of the MPC is shown to be equal to the optimal control 

[16]. It shows its principle quality in its computational convenience, practical applications, compensation for 

time delays, treatment of limitations, and potential for future augmentations of the technique. At each control 

step, the principal contribution to the optimal arrangement is sent into the plant, and the whole estimation is 

repeated at resulting control steps. The reason for taking new estimations at each time step is to overcome the 

unmeasured disturbances and the inaccuracy of model, both of which cause the plant output to be not quite the 

same as the predicted output [17].  The control operations at each prediction step are shown in Figure 2. 

 
Figure 2: Basic concept for Model Predictive Control. 

The operation of MPC is carried out at the k-th sampling instant. The sampling takes this form 0, Ts, 2Ts, 3Ts, .., 

kTs, when the MPC starts at time t=0. Where, Ts is the sample time and K is the current sample. The predicted 

control signal and the predicted output is founded based on the minimizing of the following objective function,  




 


P

i

ikikik

Min

uu

uRyrQ
pkk 1

2

1

2

,...,

])()([
1


        (24) 

Such that, 

 

 

 

Where Δuj = uj – uj – 1 is the adjustment at sampling instant j, and Q and R are non-negative weights. The Values 

of set points, measured disturbances, and constraints are specified over a finite horizon of future sampling 

instants k+1, k+2, …,k+P, where P is the prediction horizon and a finite integer ≥1 as shown in Fig. 2. The MPC 

computes the M moves u(k), u(k+1), …, u(k+M-1), where M is the control horizon and 1≤M≤P. 

Each MPC require a proper adjustment of the Ts, Q, R, M, and P to give an acceptable performance so this paper 

proposes the PSO and the GA for the optimal tuning of MPC parameters. 

 

4. Particle Swarm Optimization Algorithm 

The particle swarm optimization (PSO) strategy has been observed to be robust in solving complicated 

optimization problems [18-23]. It can solve the problems which contain nonlinearity. Furthermore, it can deal 

with the non-differentiability problems and the problems which contain various optima.  This method is 

developed from research on swarm such as fish schooling and bird flocking. The implementation of it is easy 

with efficient computation. In addition, the convergence characteristic of it is stable. Rather than utilizing 

developmental administrators to update the particle (individual), like in other transformative computational 

algorithms, every particle in PSO flies in the inquiry space with the velocity which progressively adjusted by its 

own flying experience and its companions’ flying experience. Each particle is regarded as a volume less particle 

in dimensional search space. Every particle monitors its directions in the problem space, which are related with 

the best arrangement (objective value). It has reached very far and this value is called Pbest. Another best value 

that is followed by the global variant of the particle swarm enhancer is the general best value, and its place, 

maxmin uuu ik  

maxmin yyy ik  



maxuu ik  



Elshenawy M et al                                  Journal of Scientific and Engineering Research, 2018, 5(12):297-309 

 

Journal of Scientific and Engineering Research 

302 

 

acquired so far by any particle in the gathering, is called gbest. The PSO idea comprises it at each time step, 

varying the velocity of each particle toward its Pbest and gbest places. Speeding up is weighted by an arbitrary 

term, with partitioned irregular numbers being created for increasing speed toward Pbest and gbest places. 

For example, the j th particle is act as Xj=(Xj,1, Xj,2,……,Xj,g) in the g-dimensional space. The best previous 

location of the jth particle is recorded and represented as, Pbestj=( Pbestj,1, Pbestj,2,..Pbestj,g). The index of the best 

particle between all of the particles in the gathering acts as the gbestj. The rate of the position change (velocity) 

for particle j acts as, 

Vj=(Vj,1, Vj,2,…,Vj,g). The modified velocity and position of every particle can be determined by using the 

present velocity and the distance from Pbestj,g to gbestj as shown in the following formulas: 

𝑉𝑗
(𝑡+1)

= 𝑊 ∗ 𝑉𝑗 .𝑔
 𝑡 + 𝐶1 ∗ 𝑟𝑎𝑛𝑑 ∗  𝑃𝑏𝑒𝑠𝑡𝑗 .𝑔 − 𝑋𝑗 .𝑔

 𝑡  +    𝐶2 ∗ 𝑟𝑎𝑛𝑑 ∗ (𝑔𝑏𝑒𝑠𝑡𝑗  −  𝑋𝑗 .𝑔
 𝑡 )   (25) 

𝑋𝑗 .𝑔
(𝑡+1)

= 𝑋𝑗 .𝑔
 𝑡 +𝑉𝑗 .𝑔

(𝑡+1)
                                                                                                                                          (26)       

j=1, 2, ……,n  and g=1,2,……,m 

Where  

n number of particles in a group 

m number of members in a particle 

t pointer of iterations (generations) 

)(

.

t

gjV  velocity of particle at iteration, 

min

gV ≤𝑉𝑗 .𝑔
(𝑡)

≤ 
max

gV  

W inertia weight factor 

C1, C2 acceleration constant 

rand random number between 0 and 1 

)(

.

t

gjX  current position of particle at iteration 

Pbestj,g Pbest of particle j 

gbestj gbest of the group 

The suitable choice of W gives a balance amongst global and local investigations, in this manner requiring less 

iteration on average to discover an adequately optimal solution. As initially developed, W frequently decreases 

linearly from around 0.9 to 0.4 through a run. Always, the inertia weight W is calculated from the following 

equation: 

𝑤 = 𝑤𝑚𝑎𝑥 −
w𝑚𝑎𝑥 −w𝑚𝑖𝑛

iter 𝑚𝑎𝑥
𝑥 𝑖𝑡𝑒𝑟          (27) 

Where itermaxis the maximum number of iterations and iter is the present number of iterations. The flowchart of 

PSO is shown in Figure: 3. 

 
Figure 3: The flowchart of PSO 
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5. Turbo-Generator System based on MPC 

In the proposed turbo-generator system [25] there are two MPC controller required to control the voltage and the 

power of the generator as shown in Figure: 4.  

 

 
Figure 4:  Turbo-generator system controlled by MPC 

The proposed configuration is done in Matlab Simulink utilizing MPC toolbox. The configuration is started by 

determining the linear time invariant (LTI) model of the plant to be controlled. These LTI models act as discrete 

state-space models. The PSO and GA are devoted for searching the MPC parameters in order to minimize the 

following objective function: 

𝐽 =  𝑡[│𝑉𝑟𝑒𝑓 − 𝑉𝑡(𝑡)│ + │𝑃𝑟𝑒𝑓 − 𝑃𝑡│]
𝑡=𝑡𝑓
𝑡=0

        (28) 

The optimal parameters of GA-based PI controller, GA-based MPC, PSO-based MPC are listed in Table 1 

where the corresponding objective functions are computed. 

Table 1: Controller parameters and the objective function (J) 

 PSO-based MPC GA-based MPC GA-based PI 

MPC1 parameters 

 

 

Ts1= 0.769, P1 = 29, M1 

= 29 

r1 = 0.689, q1= 0.1 

Ts1= 1.622, P1 = 184, M1 

= 52 

r1 = 0.6490, q1= 7.8640 

KP1=0.01 

KI1=12 

 

MPC2 parameters 

 

Ts2= 0.468, P2 = 118 M2 

= 100 

R2 = 0.007, q2= 4.57 

Ts2= 0.5060, P2 = 92, M2 

= 20 

R2 = 0.116, q2=3.515 

KP2=0.8 

KI2=9 

Objective function (J) 0.9115 2.0969 5.11 

From Table 1, it is clear that the value of J in the case of PSO-based MPC is the minimum objective value. 

 

6. Simulation Results 

In this section, the simulations are carried out to study the dynamic response of a single machine infinite bus 

power system with GA-based PI controller, GA-based MPC, and PSO-based MPC. To exhibit the validity of the 

proposed configuration, tests such as terminal voltage and output power regulation, attenuation of exogenous 

disturbance represented by symmetrical three phase short circuit and mechanical and electrical variation for the 

studied system are carried out. Furthermore, the robustness test of the proposed design against system 

parameters uncertainties is carried. 

 

6.1 Effect of Three Phase Short Circuit Disturbance with 120ms Fault Time 

This test is provided to show the feasibility of designed MPC in attenuating heavy exogenous disturbance 

represented by three phase short circuit that is applied at the infinite bus and lasting for 120 milliseconds. In the 
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beginning, the nonlinear model of a single machine infinite bus power system reference values is set to Vref = 

1.064 p.u and Pref = 0.8 p.u. Once the system has settled down to its steady state, a 120-ms balanced three phase 

short circuit is applied (t = 1s) at the terminal of the machine. Figure 5 shows the system time response of the 

system terminal voltage and power driven by GA-PI and GA-MPC and Swarm-MPC. As shown in Figure 5, 

oscillations are presented in Vt and Pt, the system regains its stability after a few seconds. It is clear that the 

PSO-based MPC has the best performance summarized in faster response (2 s for PSO- based MPC, 4 s for GA-

based MPC and 6 s for GA-based PI controller) and fewer oscillations than GA-based PI and GA-based MPC. 

 

  
(a) (b) 

Figure 5: Effect of three phase short circuit disturbance with tf= 120ms (a) Voltage terminal response, (b) 

Power terminal response 

 

6.2 Effect of Three Phase Short Circuit Disturbance with 260ms Fault Time 

This test is carried out to show the performance of MPC in case of increasing the three phase short circuit 

duration that is applied at the infinite bus and lasting for 260 milliseconds. As shown in Figure 6, the 

oscillations are presented in Vt and Pt, the system regains its stability after a few seconds. It is clear that PSO-

based MPC show improved performance summarized in faster response (4 s for PSO- based MPC, 6 s for GA-

based MPC and 9 s for GA-based PI controller) with fewer oscillations than GA-based PI controller and GA-

based MPC. 

 
 

(a) (b) 

Figure 6: Effect of three phase short circuit disturbance with tf= 200ms (a) Voltage terminal response, (b) 

Power terminal response 
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6.3 Effect of Load Variation By 15% Increase with 120ms Fault Time 

In this test, a 15% increase in voltage with 120ms disturbance time is applied. As shown in Figure 7, oscillations 

are presented in Vt and Pt , the system regains its stability after a few seconds It is clear that the system response 

with  PSO-based MPC  more damped and  faster response (2 s for PSO- based MPC, 4s for GA-MPC and 6s for 

GA-PI) than  GA-based MPC and GA-based PI controller. 

 
 

(a) (b) 

Figure 7: Effect of load variation by 15% increase with td= 120ms (a) Voltage terminal response, (b) Power 

terminal response. 

6.4 Effect of Mechanical Power Variation by 15% Decrease with 120ms Fault Time 

In this test, a 15% decrease in mechanical input with 120ms disturbance time is applied. As shown in Figure 8, 

oscillations are presented in Vtand Pt, the system regains its stability after a few seconds. It is clear that PSO-

based MPC show improved performance summarized in faster response (2.5 s for PSO- based MPC, 5 s for GA-

MPC and 7 s for GA-PI) with fewer oscillations than GA-based PI controller and GA-based MPC. 

  
(a) (b) 

Figure 8: Effect of mechanical power variation by 15% decrease with 120ms (a) Voltage terminal response, (b) 

Power terminal response 

 

6.5 Effect of Mechanical Power Variation by 15% Increase and Voltage Variation by 15% Decrease with 

120ms 

In this test a 15% increase in mechanical power and 15% decrease in voltage with 120ms fault time are applied. 

As shown in Figure 9, oscillations are presented in Vt and Pt , the system regains its stability after a few seconds. 

It is clear that MPC show improved performance summarized in faster response (2.5 s for PSO- based MPC, 5 s 

for GA-MPC and 7 s for GA-PI) with fewer oscillations than GA-PI and GA- MPC. 
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(a) 

 
(b) 

Figure 9:  Effect of mechanical power input variation by 15% increase and load variation by 15% decrease 

with td= 120ms  (a) Voltage terminal response, (b) Power terminal response 

 

6.6 Robustness study 

Robustness of the proposed PSO-based MPC design against system parameter uncertainties is implemented for 

further testing. To carry out this test, the inertia and field resistance coefficient are assumed to be uncertain and 

vary around its nominal value (H, Rfd) by ±20%,  i.e. (H, Rfd) ϵ [(0.2 (H, Rfd)  1.2(H, Rfd) ]. The nonlinear model 

of the system is stimulated at the nominal, upper and lower limits of (H, Rfd) to confirm the robustness of the 

proposed design. As shown in Figure 10, the proposed PSO-based MPC can damp the system oscillation under 

system uncertainties with a non-significant change in the system response. 

 
(a) 
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(b) 

Figure 10: System Response Subject to Robustness Study (a) Voltage terminal response, (b) Power terminal 

response. 

 

7. Conclusion 

In this paper, the parameters of model predictive control in Turbo-generator system are tuned by PSO algorithm 

and GA PSO algorithm to cope with system nonlinearities comprising exciter and governor Turbo-generator 

system.  Furthermore, incorporated transport short circuit and mechanical and electrical variation are 

considered. A candidate time-domain based objective function has been considered to minimize both maximum 

overshooting and settling time. Comparing the proposed PSO-based MPC to GA-based MPC and GA-based PI 

controllers has proved the superiority of PSO-based MPC design in capturing system nonlinearities and 

transport short circuit and mechanical and electrical variation. Consequently, the suggested design can guarantee 

system stability under increased load perturbations and excessive short circuit and mechanical and electrical 

variation. Simulation results have been carried out to emphasize on the robustness of the proposed design 

against system parameters uncertainties. 

 

Appendix  

ωo=400*atan(1); H=3.25; Rfd=1.5*0.0015; Rkq=0.038; Xad=1.86; Xaq=1.77; Xfd=1.97; Xd=2; Xq=1.91; 

Xkd=1.936; Xkq=1.9; Kd=0; Xt=0.101; Rl=0.0025/2; Xl=0.352/2; Ra=0.005; Rl=0; Rt=0; Re=0; Xe=Xl+Xt; K=0; 

Fhp=0.24; Fip=0.34; Flp=0.42; P0=1.2; Xfkd=Xad; Xakd=Xad; Xakq=Xaq; Tmv=.1; Tiv=.1; Thp=.3; Trh=1; Tip=.3; 

Tlp=.72; Fhp=.24; Fip=.34; Flp=.42; ω= ωo;  

A=[Xfd -XadXad;Xad -XdXad;Xad -XadXkd]; Y=inv(A); 

B=[-XqXaq;-XaqXkq]; D=inv(B); 

c1=ωo/(2*H); d11=D(1,1); Y22=Y(2,2); c2=c1*(Y22-d11); d12=D(1,2); c3=c1*-d12; Y21=Y(2,1); c4=c1*Y21; 

Y23=Y(2,3); c5=c1*Y23; c6=-c1*K; c7=ωo*Rfd/Xad; Y11=Y(1,1); c8=-Wo*Rfd*Y11; Y12=Y(1,2); c9=-ωo*Rfd*Y12; 

Y13=Y(1,3); Vb=0.932; c10=-ωo*Rfd*Y13; c11=ωo*Vb; c12=Wo*(Ra)*Y21; 

c13=ωo*(Ra)*Y22; c14=ωo*(Ra)*Y23; Y31=Y(3,1); 

c15=-ωo*Rkd*Y31; c16=-ωo*Rkd*Y(3,2); c17=-ωo*Rkd*Y(3,3); 

c18=ωo*(Ra)*D(1,1); c19=ωo*(Ra)*D(1,2); 

c20=-ωo*Rkd*D(2,1); c21=-ωo*Rkd*D(2,2); 
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