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AbstractThe aim of this work is to study the existence, uniqueness and stability solutions of fractional integro-
differential equations by using Picard approximation method. Furthermore the study of such fractional integro-
differential equations needs us improve and extend the above method and thus the fractional integro-differential
equations that we have introduced in this study become more general and detailed than those introduced by
Faris results.
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Introduction

There are many subjects in Physics and technology using Mathematical methods that depends on the fractional
differential and integro-differential equations, and it becomes clear that the existence, uniqueness and stability
solutions and it’s algorithm structure from more important problems in the present time, where many of studies
and researches [1,2,6,7,8,10,11,15] dedicates for treatment the autonomous and non-autonomous systems and
specially with the fractional differential and integro-differential equations and which is dealing in the general
shape with the problems about the solutions of theory and modern methods in the quality treatment for the
fractional differential and integro-differential equations.

Many authors create and develop functional analysis, numerical analysis and numerical methods and schemes to
investigate the solution of fractional differential and integro-differential equations describing non-linear
oscillations. These methods [3,9,13,14] make extensive use of topologicalconcepts and are convenient means of
qualitative investigations of the solutions for clear up the questions of existence, uniqueness and stability of a
solutions, also have been especially successful investigations systems of fractional differential and integro-
differential equations.

Faris [5] has been used Picard approximation methodof the solutions of integro-differential equations which
were introduced by Rama [13]to study the solution of integro-differential equations which has the form

dx b(t)
— =Ax+f[ tx y,f h(s, x(s), y(s))ds
dt a(t)

dy t
= By +g t,x,y,f p(s, x(s),y(s))ds |,
0

where x,y € D c R", z,w € D; c R™andD, D, are closed and bounded domains.

In this study we have employed the Picard approximation method of Rama [13] to investigate the existence,
unigueness and stability solution of some classes of fractional integro-differential equations. The study of such
fractional integro-differential equations leads to improving and extending the above method and Butris results.
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Thus fractional integro-differential equations that we have introduced in the study, become more general and

detailed than those introduced by Faris[5].
Consider the following integro-differential equations which have the fractional order:-

b(t)
x@(t) = Ax+ f| t,x,y, f (t =) h(r,x(x), y(7))dr
a(t)
x@ V) =x, 0<a<l
t
y@() =By +g| txy, f (t =) 'p(r,x(2), y(x) )dr
0
ye D)=y, 0<a<l
where x,y € G € R", z,w € G; € R™andG, G, are closed and bounded domains.
Assume thatthe vector functionsf(t, x,y,z), g(t, x,y, w), h(t, x,y) andp(t, x, y) are defind on the domain
(t, (%), (zw)) ER X G X G;. - (1.2)
Also the abovefunctionssatisfyingthe following inequalities:-

P (1.1)

If(t, x,y, 2|l < Ny )
gt x,y, Wl <N, '
NfCt x1,y1,21) = £t %2, 2, )|l < Lillxq = %ol + Lollys = yoll + Lllzg — zll (. (13)
llg(t, x1,y1, Wi) — 8(t, X2, ¥2, W)l < Kqllxg — Xl + Kz llys — y2ll + Ksllwy — wo | | '
[Ih(t, x1,y1) —h(t, x2, y)Il < QilIx1 — X2l + Q2llyr — yall
Ip(tx1,y1) — P(t %0, y2)I| < Hyllxy = xo11 + Hallyy — s, )

Forall t€R!x,%X;,X,,,V1,Y2 €D andz, z;,z,, w,wy,w, € Dy, ||eA (t_r)” < o, ||eB(t_’)|| <w,;, N;=

lIb(t) —a(®ll.

where, Ni,N,, Ly, Ly, Ls, Ky, Ky, K3,Q4,Q,, Hy, Hy, ®; and @, are positive constants and A, Bare(n X n)non-

negative matrices, ||. || = maxe[o11l- |-

Define anon-empty sets as follows:-

TNy o, )
Gir = Gp — <h1 + m)
Tu+lsz2
Grg = Gg (hz Tor l)F(a))
TN, TN, o, = (1.4)
Gy, =G, — N3 [Q1 <h1 + m) + Q2 (hz + m)]
Ta+1N1(L)1 Ta+1 NZ(’)Z
Gry =G, —T [Hl <h1 e (a)) H, <h2 T (a))]
where, hy = [|xo(t, o) [|(lle* || + IEID, hy = [lyo (t, xo) I ([[e® ]| + ||E||)(;
1

o
Furthermore, suppose that the maximumEigen-value of the matrixA= ( Gj)less thannumber one,i.e.

O3
1
5 (@400 + (o 0, 4010, — 0,09 ) < 1, - (15)
_ Ta+1N1m1L1 _ Tu+1N1m1L2 _ Tu+1N2m2k1 _ T“+1N2w2k2
Where,o; = (@+DI@ ' 2 7 (@@ '3 " (e+D(w) and oy = (e+ D)

Suppose that the sequences of vectors functions{x, (t)}>_, and{y, (t)}n_,are defined by the following:-

t b(2)
1

Xp4+1 (D) = xpeht +mf(t — )% 1Al ¢ x (1), y, (1), J. h(% x(®),y(®)d7 | dr,

0 a(t)
X0(0) =%x0,n=0,1,2, ..., ..(1.6)
and
A
q"-‘\\z
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t T

Vo1 (® = yw“+r() (=91 g 55,0y, [ p(EX@,y@) |k
0

y0(0) =y5,n=0,1,2, ... ..(1.7)

2.Existence solution of 1.1.
In this section, westudy theexistence solution(1.1) by the following theorem.

Theorem2.1.1f the system1.1 satisfies the inequalities (1.2),(1.3)and the conditions(1.4),(1.5) has a
x(t) Xy (D)

X
vectorssolution(y) = ( ) then the sequence of vector functions( ) converges, when m — oo, uniformly

y(t) ¥ ()
into domain (1.2) to the vector functions (;wgg) defined in the domain (1.2) and satisfying the integral
equations
b(1) \
x(t) = xpeht +mf(t_r)a 1eAt=D £ ¢ x(7), y(1), f h(r,x(r) y(r))dr ri
t 2 } (2.1
@)—yﬁm+r() (t-eiebt g rﬂﬂy&)f p(5 X, y(D) e mJ
Provided that
h TN 100
0%@—%%< BCESNC)
- o+1
ly..() — yoll N T Ny 0,
SCEINC)
and

1%.(0) = xa O _ ., »
Qhw—meSA@ A7,
Tcﬁ—lNlml
(a+1)I' (o)
Tu+1N2w2 "
(a+1)T (o)

Forall n > 1and t € R!,whereQ, =

Proof.

I. First of all we need to show thatx, (t) € G¢ andy, (t) € G,.

By using Mathematical inductionfrom ( 1.6)and inequalities in (1.3)we get the value
Nl(’)l

a+1
lIx, (©) — xo(OIl < hy + @+ D@

that is, x, (t) € G¢, forall t € [0, T], %y € Gyf.
Similarly, from ( 1.7) and using the inequality and conditions in first section we obtain
Ta+l NZ(DZ
lys(® — yo(&t)Il <h; + @t DI
i.e.y,(t) € Gy, forall t € [0, T],yy € Gyg.
From vector sequence (1.6) and by
b(t)
z,(t,) = f h(t,x,(1),y,(0)dr, n=0,1,2, ..,

a(t)
we obtain that,

- . Tu+lN1(D1 N Ta+1N2(D2 b
Iz (D) — Zoll < | Qq ( 1 +m) +Q; < 2 +m> IIb(t) —a(®|l

that is,z, (t) € G,, forall t € [0, T], zy € Gq,.
=
'r:: \\
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And by
t

W@ = [ PR, @3, @)den = 0,1,2,..
0

we get the following

t

W@ = [ PR, @3, @)den = 0,1,2,..
0

we get the following

llwy (6 = woll < [ Hy (1 + TN\ () TN Y
Wl =Wl = { MM T oy Dr ) T\ T e Dr
that is, w, (t) € G, forall t € [a, b], wy € Gy,.
Il. In this part of theorem we prove that{x,(t)}>_, and{y,(t)}r—_, from(1.6) and (1.7)converge uniformly
on domain (1.2).
Through (1.6) and bymathematical inductionwhen,n > 1wehave
%041 () = X, (Ol < 611, () = Xy 1 (Ol + 62llyn () = Yo O] .. (2.2)
Alsoby the same waywithin (1.7)we get
Iy0+1(®) = ya Ol < 63ll%, () = %41 (O + 04llyn (V) — yu—1 O] ... (2.3)
Rewrite the inequalities(2.2) and (2.3)in the form
Q1 () < ADQ, D), (2.4)
where,
ta+1N1(01L1 ta+1N1(01L2
O = (B @) 3 (00O —50s Oy _ (G Gorto

Iyn+1(t) —ya Il Iy, () = ya1 (Ol t*INgogky  t*INgek; |
(a+1)T' (o) (a+1)I' (o)

Taking the maximum valueof (2.4), we have
Q.1 <AQ,, ..(2.5)
where A = max A(b).
te[0,T]

Taking iterations of (2.5), we getQ,,; < A"Qgand hence

n n
Z Q < Z AT Q.
i=1 i=1

Using the condition (1.5), thus the sequence of vectors functions (1.6) and (1.7) are uniformly convergent, that
is

Suppose that
limx, (t) = x(t)

limy, (©) = y(t)} ~(26)

[1. In last part of theorem wewill prove thatx(t) € Geandy(t) € Gg,for all t € [0, T].Assume that
1%, (©) = x(OI < a3 [1%, () = x® | + o2 [lys () — y(®lland

ly,(® — yOIl < a3llx,(®) — 2O + a4 lly, (®© — yOl.
Rewrite the above inequalities by the vector form:-

1%, — O _ (61 02y (lIxa(©) — x|
(uyn(t) - y(t)u) <oy o) (nyn(t) - y(t)u)'

The sequences{x, (t)}>_, and {y,(t)}7_, are convergent uniformly. Fromthe propertiesof the theorem,we
have||x, (t) — x| < e;and [ly, (©) — y(®Il < €;.Thus

=
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lIx, (© —x(®l 02\ (&1
(Ilyn ® - (t)II) ( 64) (62)'
From the condition (1.5),we get

lIx, () — (Ol IxOII ; :
(”y“(t) y(t)ll) ( ) Therefore <||y(t)||) is a solution of (1.1).

3. Uniqueness solution of 1. 1.

The study ofthe uniqueness solution of 1.1should be proving by thefollowing theorem.
Theorem3.1.(Uniqueness theorem).If the solutionof 1.1 satisfies all inequalities and conditions of
theorem(2.1). Then the vector solution of 1.1 is a unique.

Proof.

Suppose that there exists another vector solution for 1.1,that is
b(1)

R(t) = xpeht +mf(t — )a-leAl-D) f(r (1), 9(1), f h(r,x(r) y(r))dr dr...(3.1)
a(r)

and

9O =yoe® + —= | =D ef P g 1,21, (@), | p(r, %), §(0))dr |dr...(3.2)
r f l

Then
Ix(®) = KO < oq[Ix(1) = KO + azlly(®) — (O ... (3.3)

In a similar way

ly(®) = O < azllx(t) = KO + o4lly®) = O - (3.4)
Rewrite the inequalities (3.3)and (3.4) in a vector form:-

lIx(®) — KOl [Ix(®) — (Ol

(1y© - 50 =2y - sol) - (35)
By taking the iterations from (3.5), we have

lIx(®) — Xl a (I1x(® = @Ol

(v —gon) =2 (o —son) - (3.6)
" ) . n [Ix(t) — K| lIx(®) = KON 4e
Fromcondition, (1.5)we obtain that, lim,_,A" =0, hence(”y(t) _ y(t)ll) < (lly(t) _ y(t)”)whlch is
- lIx(®) — @Il IxCO. : .

contradlctlon.Thus<”y(t) y(t)ll) ( ) Thus (”y(t)”)ls a unique solution of (1.1).

4. Stability solution of 1. 1.
In this section, we study the stability solution of (1.1) by the following theorem.

Theorem 4.1. Letthe inequalities (1.2), (1.3) and the conditions(1.4),(1.5) are satisfied and (”;8”)5 a

different solution of(1.1).Then the solution is stable if satisfy the inequality,(”;gg ;8”) ( ) €,6 = 0.

Proof.
Taking the following:-

~ . Tu+l . Ta+1 ~
lIx(®) = KOl = lIxo — Kolloy + (W lIx(®) — Ol + m lly(®) — y(t)ll)
a+1 o+l

T
Ix(® — @O +

T
ly® =3Ol = llyo — Folloz + ( m Ily

(a +1)F( )

Rewrite above inequalities in a vector form:-

® - ?(t)ll>

(IIX(t) - f((t)II) < (”Xo - f(ollwl) + (01 Gz) (IIX(t) - f((t)||>

lly(® =3Ol llyo = Follwz/ = 103 lly(® =3I/’
A
3 "-‘\\E
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for [[xg — Roll < 84, llyo — Joll < 8;, then we have

(IIX(t)—X(t)II) ( )+A“ (IIX(t)—ﬁ(t)II)

ly(® — Il

lly(® =gl

From condition (1.5) we obtain that

(IIX(t) — Ol
ly(® — Il

x|l

€
) ( ;)whereél = ¢/o; and &, = €,/m,,61, €5 = 0.Then<”y(t)||

)is stable solution of (1.1).

5. Another Results
In this section, it is possible to studythe of following fractional integro-differential equations to obtain
otherresults

x@®) = (A+Cc))x+f[ t,xy, f (t— 1" h(t,x(1),y(r))de
x@D)=x, 0<a<l1
YO © = B+ DO + g oy, [ €= 9" plex@,y@)de
0

ye D)=y, 0<a<l

b(t) A

a(t)
e (4.1)

wherex,y € G € R", z,w € G; € R™ andG, G are closed and bounded domains.
The solutions of(4. 1)can be written as:

y(®

b(1) \
x(t) = x et +mf(t— 1) 1A (C()x(t) + | T, x(1), y (1), f h(% x(®), y(®))d )d‘ti
W } . (42)
— Bt 4 _ — _ \a—1_,B(t-1) ~ ~ ~ ~
Vo€ +F( )f(t e D@y®) +¢g r,x(‘t),y(‘t),ofp(‘r,x(‘r),y(‘r))d‘r Ydr |

Provided that [|C(t)]| < h; and ||D(t)|| < h4, where are a positive constants.
The condition (1.5) becomes:

1

(@400 + @, +0,)7 4,0, - 0,09 < 1, -+ (43)
+1N1u)1h3L1 a Tu+1N1m1h3L2 — T°‘+1N2w2h4k1 and a T 1N2(D2h4k2
(e+1)r () 27 (@tDr 3 (0+1)r () 4T T @

T
where, 9, =

Remark. It is possible to formulate the theorems of existence, uniqueness and stability of the fractional integro-
differential equations(4.1) in the same way as the theorems2.1,3.1 and4.1 but use the condition (4.3) to obtain

other results that differ from the results of the fractional integro-differential equations(1.1).
References
[1]. Butris, R. N., and Hasso, M.Sh., “Existence of a solution for certain nonlinear system of differential
equation with boundary conditions”, J. Education and Science, Mosul, Iraq, vol.(33), (1998),99-108.
[2]. Butris, R.N., and Abdullah D.S., “Solution of integro-differential equation of the first order with the
operators”, India, International Journal of Scientific Engineering and Applied Science (IJSEAS), Vol.
1, Issue6, (2015).
[3]. Coddington, E. A., “An introduction to ordinary differential equations”, Prentice Hall, Inc. Englewood
Cliffs, N.J., (1961).
[4]. Coppell, W.A., “Stability and asymptotic behavior of differential equation”, D.C. Heath, Boston,
(1965).
[5]. Faris H.S, Existence, uniqueness and stability theorems of fractional integro-differential equations,
zankojurnal, Vol 29 No 2, University of salahden, Iraqg, (2017).
[6]. Goma, E.A., “Successive approximation method of two points boundary problems”, Ukraine, Math., J.,
Tom (33), Kiev, (1976), 800-835.
/‘I\/}? Journal of Scientific and Engineering Research

177



Butris RN &Faris HSJournal of Scientific and Engineering Research, 2018, 5(1):172-178

[7]. Mittal, R. C. "Solution of fractional integro-differential equations by a domain decompositions method
International Journal of Applied Mathematics and Mechanics, 4(2), pp.87-94, (2008).

[8]. Odibat, Z., "A reliable algorithm of homotopy analysis method for solving nonlinear fractional
differential equation”, applied mathematical modeling 34, pp.593-600, (2010).

[9]. Plaat, O., “Ordinary differential equations”, Holden Day, Inc. San Francisco, Cambridge, London,
Amsterdam, (1971).

[10]. Podlubny I., Fractional Differential Equations. Academic Press, New York,(1999).

[11]. Rawashdeh, E. A, "Numerical solution of fractional integro-differential equations by collocations
method", Applied Mathematics and Computations, 176(1), pp.1-6, 2005.

[12]. Rontd, A, Rontd, M. G. Holubova and P. Necesal, Numerical-analytic technique for investigation of
solutions of some nonlinear equations with Dirichlet conditions, licensee Springer. (2011).

[13]. Rama, M. M., “Ordinary differential equations theory and applications”, United Kingdom, (1981).

[14]. Struble, R. A., Non-Linear differential equations, McGraw-Hill Book Company Inc., New York,
(1962).

[15]. Tarang, M., Stability of the spline collocation method for Volterraintegro-differential equations,
Thesis, University of Tartu. (2004).

q‘-\:
/‘I\/}’ Journal of Scientific and Engineering Research

178



